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For successful targeted alpha radiotherapy (TAT), verifying the accurate position and distribution
of a targeted radiotherapeutic agent in a patient or phantom is important. This paper, describes
our investigation of depth-of-interaction (DOI) Compton imaging for the two γ-rays emitted during
TAT with the 225Ac radioactive isotope. We optimized the design parameters of the DOI Compton
camera, for example, the inter-detector distance, based on the figure of merit (FOM). The per-
formance of DOI Compton imaging for TAT was improved because Doppler broadening and the
energy uncertainty are inversely proportional to the radiation energy and the position uncertainty
of the depth information is decreased. After the contrast phantom and the resolution phantom
had been designed, two reconstruction algorithms, the filtered back-projection (FBP) algorithm
and the maximum-likelihood expectation maximization (MLEM) algorithm, were applied to each
reconstructed phantom image, and the qualities of the reconstructed images for the two γ-rays (218
keV and 440 keV) were compared. In the quantitative evaluation of the reconstructed images, the
MLEM reconstruction algorithm performed better than the FBP algorithm. Based on Monte Carlo
simulation studies, the DOI Compton images of the 225Ac radioactive isotope emitting two γ-rays
demonstrated the capability of imaging a targeted radiotherapeutic agent in TAT.
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I. INTRODUCTION

Due to the short stopping power and the high lin-
ear energy transfer (LET) of alpha particles, a concen-
trated radiation dose can be administered to a tumor
while exposure to adjacent normal tissues and critical
organs is minimized. Therefore, targeted alpha ther-
apy (TAT) using α-emitting radionuclides is a promis-
ing approach to selectively treating cancers [1–4]. Most
α-emitting radionuclides produce various daughter ra-
dionuclides through their decay and emit various radia-
tion particles, including high-energy γ-rays. Recently,
the 225Ac radionuclide with a relatively long half-life
(t1/2 = 10 d) has been utilized for TAT [5–8]. 225Ac

decays to stable 209Bi through two β- and four α- de-
cays, and two γ-rays are emitted via the alpha decay
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of its daughter nuclides 221Fr (218 keV) and 213Bi (440
keV) at intensities of 11.6% and 26.1%, respectively [5,9].
Therefore, for in vivo monitoring of the α-emitting ra-
dionuclide, the distribution and the location of the 225Ac
radionuclide in the patient or phantom can be estimated
by measuring the γ-rays.

Several imaging systems with a collimator have been
used to perform feasibility studies for in vivo monitoring
of the distribution and the location of radiation sources
by using the reconstructed image of high-energy γ-rays
[9–11]. However, as the energy of the γ-rays increases,
the reconstructed image becomes blurred due to the pen-
etration of radiation and the scattering of the radiation
through the collimator. Hence, a Compton camera with-
out a thick collimator has been utilized to reconstruct
images of high-energy γ-rays. Moreover, above γ-ray en-
ergies of 300 keV, the detection efficiency and the angu-
lar resolution of the Compton camera were higher than
these previously reported for an imaging system with a
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Fig. 1. Configuration of the DOI Compton camera and
the interaction within the detector.

collimator [12]. The quality of the Compton images is
improved at high energy because the Doppler broaden-
ing and the energy uncertainty are inversely proportional
to the radiation energy [13,14]. These advantages facili-
tate the application of Compton imaging in proton ther-
apy [15,16], boron neutron capture therapy (BNCT) [17,
18], and nuclear medicine [19–22]. However, the conven-
tional Compton camera utilizes only position and energy
information from one layer for each detector module,
which limits the position resolution in the depth direc-
tion (z-direction). In recent years, 3D position-sensitive
scintillator detectors that measure the depth of interac-
tions (DOIs) were developed [23,24] and used for Comp-
ton cameras. When the distance between the scatter
and the absorber detector is shorter, the Compton imag-
ing using a DOI scintillator detector has demonstrated
better performance than conventional Compton imaging
[25]. In particular, the angular resolution of the recon-
structed image was improved because the position in-
formation was precisely calculated, so the position un-
certainty of the depth information was decreased [25].
In this study, we used a DOI Compton camera based
on a cerium-doped gadolinium-aluminum-gallium garnet
(GAGG) scintillator to measure and reconstruct images
for the positions and the distributions of the two γ-rays
emitted by the 225Ac radionuclide inserted into a phan-
tom. To maximize the performance of the reconstructed
images, we optimized the inter-detector distance of the
DOI Compton camera. We then applied various Comp-
ton reconstruction algorithms and quantitatively evalu-
ated the performance. Moreover, to evaluate the perfor-
mance of Compton imaging of the 225Ac radionuclide, we
used various phantoms. Monte Carlo simulation studies
have shown the validity of in vivo monitoring using the
reconstructed Compton images of the 225Ac radionuclide
in TAT.

Table 1. X- and γ-ray emissions resulting from the decay
of the 225Ac radionuclide. 225Ac emissions with a branching
ratio < 1% or an energy < 79 keV are excluded.

Elements Energy (keV) Intensity (%/decay)

81 (X-ray) 1.45
221Fr

218 (γ-ray) 11.4

79 (X-ray) 1.99
213Bi

440 (γ-ray) 25.9

II. MATERIALS AND METHODS

1. Geometry Design and GATE Simulation of
the DOI Compton Camera

The simulation configuration is shown in Fig. 1. If the
γ-rays undergo effective Compton scattering followed by
absorption, the positions (r1 and r2,) and the energies
(ΔE1 and ΔE2) of the two interactions are acquired by
the two detectors, respectively. The Compton cone (r0
and ΔE0) can be estimated using the Compton formula
[26]; hence, the distribution of the source including the
225Ac radionuclide in the phantom can be inferred from
the γ-ray distribution. The γ-rays and the X-rays from
the 225Ac radionuclide are shown in Table 1 [9,11]. Be-
cause the γ-rays and the X-rays with low energy can-
not provide images representing the distribution of the
Compton cone, only 218 (11.4%) and 440 keV (25.9%)
are used to reconstruct the Compton images. In all the
simulation studies, the primary sources are γ-rays, whose
main energy peaks are located at 218 keV and 440 keV.
The distance between the surface of the scatter detector
and the source was set to 15 cm. All simulation stud-
ies were performed by using the Geant4 application for
tomographic emission (GATE 7.0). The physics of the
γ-rays was modeled by applying Penelope in the Geant4
toolkit [27,28]. In optimization of geometry study, the
point source activity was set to 0.37 MBq, and the sim-
ulation times were 10 min.

In the simulation study, we modeled cerium-doped
gadolinium-aluminum-gallium garnet (GAGG) crystals
developed by Kataoka et al. [25]. The Compton cam-
era of the Si-based semiconductor provides an imaging
resolution with little loss of detection efficiency for low-
energy γ-rays [28]. However, the application of GAGG
blocks is ideal to build blocks for assembling DOI detec-
tor arrays, which can provide a larger effective area of
the scatter detector at a comparatively low production
cost compared to that for Si-based semiconductors. The
DOI Compton camera was constructed with two GAGG
detector block arrays. The sizes of the scatter and the
absorber detectors were 40 × 40 × 8 mm3 and 80 × 80
× 8 mm3, respectively. Each voxel had dimensions of
2 × 2 × 2 mm3. If the distortion of the reconstructed
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Compton images is to be minimized, uniform Compton
angles should be obtained. Hence, the size of the ab-
sorber detector was set at twice the size of the scatter
detector.
In Compton imaging, the correct sequence is defined

by γ-rays that are scattered from the scatter detector
and absorbed by the absorber detector (1st scatter de-
tector - 2nd absorber detector). Moreover, to reduce the
random coincidence rate such as the incorrect sequence
(2nd absorber detector-1st scatter detector), we shielded
the detectors with 50-mm-thick lead plates [21]. The ef-
fect of a BaSO4 reflector (0.2-mm thick) in reducing the
position uncertainty caused by the spread of the light
was not considered because DOI information such as the
precise interaction position was obtained in the GATE
simulation. Both detectors were coupled to multi-pixel
photon counters (MPPCs), and the depth of interaction
was calculated based on the ratio of the pulse heights
from the tops and the bottoms of the MPPCs [23,24].
High-quality reconstructed Compton images are to be
obtained, the inter-detector distance (d) needs to be op-
timized in terms of the figure of merit (FOM); hence,
only the detection efficiency and the angular resolution
measure (ARM) of the reconstructed images were con-
sidered:

Figure of merit (FOM) =
Detection efficiency

FWHM3 ×1010 .

(1)

The ratio of the number of effective counts used for
image reconstruction to the total number of counts of
the source activity is the detection efficiency. The ARM
is the angular resolution of the detector configuration,
which is calculated as the difference between the scat-
tering angles of geometrical information (θg) and en-
ergy information (θe). Hence, the angular resolution
can be expressed by using the full width at half max-
imum (FWHM) of the ARM. The optimization of inter-
detector distance of the DOI Compton camera is dis-
cussed in subsection of Sec. III.

2. Performance Evaluation of Compton Imaging

Effective Compton events are defined as γ-rays under-
going Compton scattering in the 1st detector and full
absorption in the 2nd detector. The energy resolutions
of the GAGG detector are 17.4% at 218 keV and 12.2%
at 440 keV. The appropriate energy windows for the keV
and 440 keV are 218 ± 37 keV and 440 ± 53 keV, re-
spectively. After the preferential extraction of effective
Compton events by using energy windows, the correct
interaction sequence is determined based on a compari-
son of energies deposited in the detectors. If the energy
of the incident γ-ray is higher than 400 keV, a higher
energy is accumulated in the 1st detector. In contrast,

Fig. 2. Simulation phantoms in GATE: a) contrast phan-
tom and (b) resolution phantom.

if the energy of the γ-ray is lower than 400 keV, a lower
energy will be deposited in the 1st detector. Effective
Compton events are extracted through the fraction of
interactions that deposit higher energy. Therefore, the
higher number of counts for effective Compton events,
which are determined based on the energy window and
the correct interaction sequence, guarantees a better per-
formance for the reconstructed images.

A contrast phantom with various source activities per
unit volume, was used for the performance evaluation of
Compton imaging. As shown in Fig. 2(a), a cylindrical
contrast phantom with a radius of 7.5 cm and a height of
2 cm was composed of six hot rods. The diameter and the
height of all rods were 2 mm and 2 cm, respectively. The
source activities per unit volume were from 3 MBq to 8
MBq, in steps of 1 MBq. The average pixel value of each
rod and the effective counts in the reconstructed images
were calculated for each rod by using regions of interest
(ROIs) with diameters that were 90% of the physical
diameter of the rod. The contrast-to-noise ratio (CNR)
was defined as Cs/Ns, which Cs is the contrast value for
each rod, and Ns, which is the variability between the
ROI mean value in each rod, is the noise parameter for
each rod [10].

A resolution phantom was utilized to estimate the min-
imum distance to differentiate the sources. The cylindri-
cal resolution phantom, which had a diameter of 15 cm
and a height of 2 cm, consisted of hot rods with 2-mm
diameters. The distance between the hot rods positioned
in four different segments were 2.3 cm, 2.5 cm, 2.8 cm,
and 3.0 cm, as shown in Fig. 2(b).

We used two image reconstruction algorithms to eval-
uate the performance of Compton imaging. Firstly, to
evaluate the Compton imaging in real time, we used
the filtered back-projection (FBP) algorithm, which per-
forms calculations event-by-event. The FBP algorithm
was proposed and derived by Parra [26]. Because the
blurring caused by the simple back-projection (SBP)
algorithm was minimized in the reconstructed image,
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Fig. 3. Performance evaluation for various inter-detector
distances using the detection efficiency, angular resolution
measurement (ARM), and figure of merit (FOM) for a point
source: (a) 218 keV and (b) 440 keV.

Compton imaging using the FBP algorithm provides a
higher resolution image than that using the SBP doses
[29]. Secondly, the maximum likelihood expectation
and the maximization (MLEM) method, which utilized
the expectation maximization (EM) algorithm to find
the maximum likelihood (ML), was applied to Compton
imaging [30]. The EM algorithm for radiation measure-
ments was derived by Lange and Carson [31]. Although
the MLEM method, which collects data and updates
the image iteratively, is not a real-time reconstruction
method, the results from previous studies showed that
the Compton image reconstructed by using the MLEM
was better than that of the images reconstructed by us-
ing SBP and the FBP algorithms [29]. The optimized
n-values and the number of iterations for the FBP and
the MLEM reconstruction algorithms were set to 30. The
performances of the reconstruction algorithm using var-
ious phantoms are discussed in subsections 1 and 2 of
Sec. III.

III. RESULTS

1. Optimization of the Inter-Detector Distance

Optimization of the inter-detector of DOI Compton
camera distance was performed for the 218-keV and the
440-keV γ-ray energies emitted from the 225Ac radionu-
clide. As shown in Fig. 3, because the angular resolution
for the Compton camera is decided by the detector pixel
divided by the inter-detector distance, the performance
of the ARM improved with increasing inter-detector dis-
tances. In contrast, the performance of the detection
efficiency decreased because the probability of radiation
detection is inversely proportional to the inter-detector
distance. The optimization of the inter-detector distance
is determined using the FOM considering both these fac-
tors. The FOM reached its maximum value when the
inter-detector distance was 4 cm. Hence, the optimum
inter-detector distance was set to 4 cm to achieve the
best performance of the DOI Compton camera. Table 2

Fig. 4. 221Fr (218 keV) and 213Bi (440 keV) images of the
contrast phantom acquired using both the FBP (n-value =
30) and the MLEM (iteration = 30) algorithms.

Fig. 5. Evaluation of the contrast-to-noise ratios (CNRs)
from the contrast phantom images: (a) 221Fr (218 keV) and
(b) 213Bi (440 keV).

shows the detection efficiency and the ARM at an opti-
mized inter-detector distance of 4 cm for a point source.

2. Performance Evaluation of DOI Compton
Imaging for the 225Ac Radionuclide

The contrast-to-noise ratios (CNRs) were evaluated
and compared after image reconstruction using the FBP
and MLEM algorithms. The images reconstructed us-
ing the FBP and the MLEM algorithms at 218 keV and
440 keV are shown in Fig. 4. Because the energy uncer-
tainty and the Doppler broadening of the DOI Compton
camera for 440 keV was smaller than those for 218 keV,
the quality of the reconstructed image for 440 keV was
improved. The CNRs using FBP and MLEM for 218
and 440 keV are shown in Fig. 5. The performance of
the CNR improved when the source activities per unit
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Table 2. Performance of the DOI Compton camera using a point source.

Elements Energy (keV) Detection efficiency Angular resolution measure (ARM)
221Fr 218 5.6 × 10−5 16.2
213Bi 440 4.6 × 10−5 10.8

Fig. 6. 221Fr (218 keV) and 213Bi (440 keV) images of the
resolution phantom acquired using the FBP (n-value = 30)
and the MLEM (iteration = 30) algorithms.

volume were increased, which was mainly due to the in-
crease in the effective number of Compton counts. As
the effective number of Compton counts increased, the
value of Cs improved while the value of Ns decreased.
Because of the statistical uncertainty of the calculated
number of counts having been minimized, the images
reconstructed using the MLEM algorithm were sharper
and had fewer artifacts than those reconstructed using
the FBP algorithm. Therefore, the reconstructed Comp-
ton images obtained using the MLEM algorithm had a
higher CNR than those obtained using the FBP recon-
struction algorithm.
After reconstruction for the resolution phantom by us-

ing the FBP and MLEM algorithms, the average FWHM
and the relative standard deviation (RSD) were calcu-
lated for each rod to evaluate the quality of the recon-
structed image. The reconstructed images for 218 keV
and 440 keV emitted from the 225Ac radionuclide are
shown in Fig. 6. The Compton images reconstructed us-
ing the MLEM algorithm exhibited less noise and fewer
artifacts than the Compton images reconstructed using
the FBP algorithm.
The trends of the reconstructed images were similar to

those for the reconstructed images of the contrast phan-
tom. The RSD was defined as the standard deviation
of source pixels/mean value of source pixels for each rod

Fig. 7. Evaluation of the y-profile from each rod in the
resolution of the phantom image for 221Fr (218 keV). Profiles
from the FBP images are shown on blue solid lines, and pro-
files from the MLEM images are shown on red dashed lines.

Fig. 8. Evaluation of the y-profile from each rod in the
resolution of the phantom image for 213Bi (440 keV). Profiles
from the FBP images are shown on blue solid lines, and pro-
files from the MLEM images are shown on red dashed lines.

when using ROIs with diameters that were 90% of the
FWHM. For the RSD, a lower value indicates that the
statistical fluctuation is small and demonstrates better
performance. The performances of the MLEM algorithm
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Table 3. FWHM and RSD for each size at 221Fr (218 keV) and 213Bi (440 keV) (cf. Fig. 6).

221Fr (218 keV) 213Bi (440 keV)
Group Reconstruction

Average Average Average Average
(cm) algorithm

FWHM (mm) RSD FWHM (mm) RSD

a FBP Not measurable Not measurable Not measurable Not measurable

(2.3) MLEM Not measurable Not measurable Not measurable Not measurable

b FBP Not measurable Not measurable Not measurable Not measurable

(2.5) MLEM 7.8 0.25 5.9 0.18

c FBP 8.4 0.31 6.7 0.21

(2.8) MLEM 8.1 0.24 7.3 0.14

d FBP 9.3 0.23 7.8 0.14

(3.0) MLEM 7.4 0.17 6.4 0.11

Table 4. Confidence interval of the reconstructed image pixel value for the resolution phantom (cf. Fig. 6).

Average Average Confidence interval
Energy Reconstruction

image pixel standard (μ = average pixel value in the image)
(keV) algorithm

(source) deviation 95% 99%

218 FBP 4122 1113 3529 ≤ μ ≤ 4715 3302 ≤ μ ≤ 4942

MLEM 11324 2718 9876 ≤ μ ≤ 12772 93215 ≤ μ ≤ 13326

440 FBP 11 1.9 9.9 ≤ μ ≤ 12.0 9.6 ≤ μ ≤ 12.39

MLEM 26 3.6 24.1 ≤ μ ≤ 28.0 23.3 ≤ μ ≤ 28.6

Table 5. Comparison of actual and the measured distances for sources in the reconstructed 221Fr (218 keV) Compton images
(cf. Fig. 7).

Content a b c d

Original distance between sources (cm) 2.3 2.5 2.8 3.0

Measured distance between sources by using FBP (cm) Not measurable Not measurable 3.6 3.8

Measured distance between sources by using MLEM (cm) Not measurable 2.9 3.4 3.4

Table 6. Comparison of actual and the measured distances for sources in the reconstructed 213Bi (440 keV) Compton images
(cf. Fig. 8).

Content a b c D

Original distance between sources (cm) 2.3 2.5 2.8 3.0

Measured distance between sources by using FBP (cm) Not measurable Not measurable 3.4 3.7

Measured distance between sources by using MLEM (cm) Not measurable 2.8 3.2 3.4

for the FWHM and the RSD were higher than those of
the FBP algorithm, as shown in Table 3. Table 4 presents
the confidence intervals of the values of the results from
the resolution phantom study (cf. Fig. 6).
To evaluate the resolution limit of the reconstructed

Compton images, we used several groups of point sources
with varying separation distances. In Figs. 7 and 8, the
spatial resolution is shown in the cross sections from
point A to point B in the reconstructed Compton im-
ages. In the Compton images reconstructed using the
FBP and the MLEM algorithms, when the distances be-
tween sources were greater than 2.8 cm and 2.5 cm, re-

spectively, the sources were clearly distinguishable for
both the 221Fr and the 213Bi Compton images. Ta-
bles 5 and 6 summarize the quantitative evaluations of
the Compton images for spatial resolution. The MLEM
algorithm shows the best performance.

IV. CONCLUSION

In this Monte Carlo simulation study, we evaluated the
qualities of the two γ-ray DOI Compton images emitted
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from the decay of the 225Ac radionuclide. Based on a
quantitative evaluation using various phantoms and re-
construction algorithms, we evaluated the reconstructed
images for the two γ-rays and compared them. In all the
simulation results, the MLEM reconstruction algorithm
performed better than the FBP algorithm. At an energy
of 218 keV, the precision for monitoring the 225Ac ra-
dionuclide for the Compton images reconstructed using
the FBP and the MLEM algorithms were limited by the
fluctuation (i.e., noise) caused by the increased energy
uncertainty. However, because Doppler broadening and
the energy uncertainty are inversely proportional to the
radiation energy, both the CNR and the spatial resolu-
tion of the reconstructed images for 440 keV were better
than those of the reconstructed images for 218 keV. The
quantitative simulation results demonstrated the ability
of the DOI Compton images to determine the position
and distribution of targeted radiotherapeutic agents in
TAT accurately.
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