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Abstract
Statistical learning (SL), the ability to pick up patterns in sensory input, serves as one of the building blocks of language 
acquisition. Although SL has been studied extensively in developmental dyslexia (DD), much less is known about the way 
SL evolves over time. The handful of studies examining this question were all limited to the acquisition of motor sequential 
knowledge or highly learned segmented linguistic units. Here we examined memory consolidation of statistical regularities in 
adults with DD and typically developed (TD) readers by using auditory SL requiring the segmentation of units from continu-
ous input, which represents one of the earliest learning challenges in language acquisition. DD and TD groups were exposed 
to tones in a probabilistically determined sequential structure varying in difficulty and subsequently tested for recognition of 
novel short sequences that adhered to this statistical pattern in immediate and delayed-recall sessions separated by a night 
of sleep. SL performance of the DD group at the easy and hard difficulty levels was poorer than that of the TD group in the 
immediate-recall session. Importantly, DD participants showed a significant overnight deterioration in SL performance at 
the medium difficulty level compared to TD, who instead showed overnight stabilization of the learned information. These 
findings imply that SL difficulties in DD may arise not only from impaired initial learning but also due to a failure to con-
solidate statistically structured information into long-term memory. We hypothesize that these deficits disrupt the typical 
course of language acquisition in those with DD.

Keywords  Developmental dyslexia · Memory consolidation · Segmentation · Statistical learning · Striatum

Introduction

Our world is full of rich sensory patterns and regularities 
that can be exploited to guide behavior through a process of 
statistical learning (SL) (Conway, 2020). SL is believed to 

represent an unsupervised form of learning in which learners 
implicitly extract structure from the environment. Similar to 
other forms of implicit learning, SL occurs in the absence 
of conscious awareness of patterns embedded in the input 
(Turk-Browne et al., 2009), and even while participants’ 
attention is distracted by performing a concurrent secondary 
task (Horváth et al., 2020; Saffran et al., 1997; but see Toro 
et al., 2005). These characteristics situate SL as a form of 
learning that is more aligned with the procedural memory 
system rather than with the declarative memory system (Sawi 
& Rueckl, 2019), though this may depend on the nature of 
the training experience (Reber et al., 2003).

SL is believed to play a significant role in the acquisition 
of spoken and written linguistic skills (Arciuli & Simpson, 
2012; Giustolisi & Emmorey, 2018; Qi et al., 2018; Spencer 
et al., 2015), and thus prompted much interest in the research 
field of developmental dyslexia (DD) (Lee et  al., 2022;  
Saffran, 2018; Schmalz et al., 2017; Singh & Conway, 2021). 
DD is a specific and significant deficiency in the development 
of reading skills that is not solely accounted for by sensory 
impairments, neurological disorders, or inadequate schooling. 
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Traditionally, DD has been suggested to arise from phono-
logical impairments (Snowling, 2001), but mounting evidence 
points to broader impairments (for a review see, Démonet 
et al., 2004), including statistical learning deficits. There is a 
growing body of evidence gleaned from independent inves-
tigations suggesting that people with DD are less capable of 
tracking patterns in their environment compared to typical 
readers (e.g., Gabay, 2021; Gabay et al., 2012b; Howard Jr. 
et al., 2006; Kahta & Schiff, 2019; Lum et al., 2013; Stoodley  
et al., 2006; Vicari et al., 2005). Yet other studies point 
to preserved statistical learning in DD (Kelly et al., 2002;  
Rüsseler et al., 2006).

SL abilities of individuals with DD have been examined 
across a variety of different experimental paradigms that 
are considered “SL” (for reviews see, Arciuli & Conway, 
2018; Bogaerts et al., 2021; Singh & Conway, 2021). These 
different paradigms likely tap different cognitive processes, 
making it difficult to conclude about the nature of SL impair-
ments in DD (Bogaerts et al., 2021). One paradigm that 
mimics language learning in real life (the ability to split a 
speech stream into units) is the segmentation task, in which 
listeners extract knowledge about transitional probabilities 
from continuous input that are higher within than across 
words (Saffran et al., 1996). These types of paradigms reveal 
a close relationship between SL abilities and spoken and 
written linguistic skills (Arciuli & Simpson, 2012; Giustolisi 
& Emmorey, 2018; Qi et al., 2018; Spencer et al., 2015). 
Consistently, studies that have used this paradigm discovered 
that adults (Gabay et al., 2015; Sigurdardottir et al., 2017) 
and children with DD (Singh et al., 2018; Tong et al., 2020; 
Tong et al., 2019; but see van Witteloostuijn et al., 2019) are 
less capable of incidentally extracting statistical regularities 
than neurotypicals.

Memory consolidation

Although SL has been studied extensively in DD research, 
less attention has been paid to how this type of learning 
evolves over time. In addition to performance gains that 
can be observed within the training session (online learn-
ing, fast learning), additional gains are believed to occur 
in the absence of any additional training (offline learn-
ing, slow learning). These delayed gains are believed to 
reflect memory consolidation, that is, the process by which 
memories become less susceptible to interference and are 
honed to represent new knowledge (Dudai et al., 2015). 
Memory consolidation takes many forms (Walker, 2005). 
Stabilization refers to the strengthening of a memory trace 
after its acquisition (Robertson et al., 2004). Evidence for 
stabilization can be found in the loss of acquired knowl-
edge if a person immediately attempts to acquire a similar 
task but not if there is an interval of time between learning 

the first and second tasks (Brashers-Krug et al., 1996). 
Further behavioral improvement can be seen in the addi-
tional consolidation-based enhancement stage. During 
this stage, in the absence of any further rehearsal or expe-
rience, gains in performance may take place (Stickgold 
et al., 2000).

Memory consolidation processes have been observed 
across a variety of domains (Ben-Zion et al., 2022; Censor  
& Sagi, 2008; Davis et al., 2009; Earle & Myers, 2015; Earle 
& Myers, 2013; Janacsek & Nemeth, 2012; Saltzman & 
Myers, 2021; Stickgold, 2005), including SL (Durrant et al., 
2011; Durrant et al., 2013, 2016). For example, in the study 
conducted by Durrant et al. (2011), offline gains of SL were 
observed after a sleep interval. Other studies showed main-
tenance of SL following a sleep interval (Baran et al., 2018; 
Kim et al., 2009). Furthermore, sleep-dependent consolida-
tion of auditory SL was accompanied by increased activity 
in the striatum (Durrant et al., 2013). In this regard, empiri-
cal and theoretical research suggests that DD is associated 
with a selective impairment in the striatal-based memory 
system (Fawcett & Nicolson, 2019; Nicolson & Fawcett, 
2011; Ullman, 2004; Ullman et al., 2020). Therefore, based 
on evidence suggesting the involvement of the striatum in 
both fast and slow learning of statistical regularities (Durrant 
et al., 2013; Karuza et al., 2013), one could speculate that 
SL impairments in DD are likely to be evident not only dur-
ing the initial stages of learning but also during later stages 
that involve memory consolidation of statistically structured 
information.

Notably, most studies investigating SL in DD and 
striatal-based learning in general examined learning in 
one session, thus disregarding later stages involved in 
the process of memory formation such as consolidation. 
Although there is a growing literature on memory con-
solidation in DD across different types of learning (Hol-
lander & Adi-Japha, 2021; Reda et al., 2021; Smith et al., 
2018) including SL (Hedenius et al., 2021), most studies 
examining SL in DD over time have concentrated on the 
motor domain and have used tasks not clearly related 
to language acquisition (Gabay et al., 2012a; Hedenius 
et al., 2013; Hedenius et al., 2020; Nicolson et al., 2010). 
A handful of studies examined consolidation of the struc-
tural properties of already-learned linguistic units, as in 
the case of artificial grammar learning (Inácio et al., 
2018) or Hebb learning tasks examined across native-lan-
guage syllables (Bogaerts et al., 2015). Notably, acquisi-
tion of language involves earlier learning challenges in 
which functional units must first be segmented from a 
continuous sound stream without a priori knowledge of 
the temporal time window that characterizes these units 
(Vihman, 2009), and the success of this learning is sig-
nificant for later learning challenges in language acquisi-
tion (Finn & Hudson Kam, 2015).
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Experiment 1

In the present study, our aim was to examine segmenta-
tion-based SL in DD over time, which is considered one of 
the earliest learning challenges in language acquisition and 
has been shown to be closely related to language acquisi-
tion. We examined SL using a paradigm in which listeners 
are required to implicitly learn the contingent probabili-
ties within a stream of input (Durrant et al., 2011). The 
paradigm we used is different from Saffran’s segmentation 
paradigm in two important aspects. First, in the current 
task, zero/first/second-order contingent probabilities were 
controlled (depending on the task version), while the Saf-
fran triplet approach always has a mixture of first- and sec-
ond-order information that is never precisely quantified. 
This helps examine the interaction between SL and task 
difficulty in DD. Second, the current task is built in such 
a way that there are no explicitly created triplets, to avoid 
chunking and to reduce the involvement of declarative 
memory processing. Finally, this paradigm has been shown 
to engage the striatal-based memory system in neurotypi-
cals during a consolidation phase (Durrant et al., 2013) 
and as such could help clarify the relationship between SL 
impairments and a striatal-learning deficit presumed to be 
associated with DD (Bogaerts et al., 2020).

Methods

Participants

Forty-two university students (21 with developmental 
dyslexia and 21 controls) took part in the study. All par-
ticipants were native Hebrew speakers, had no history of 
neurological and/or psychiatric disorders (according to the 
American Psychiatric Association, 2013), and had normal 
or corrected-to-normal vision and normal hearing. The 
inclusion criteria for the dyslexia group were (1) a formal 
diagnosis from a licensed clinician; (2) the absence of a 
formal diagnosis of attention deficit hyperactivity disorder 
(ADHD) or a specific language impairment; (3) a score 
below a 1SD local norm cut-off for phonological decod-
ing (Weiss et al., 2015); (4) IQ estimate within the normal 
range (Raven score > 10th percentile). Based on these cri-
teria, one participant with DD was excluded from the final 
sample. The typically developing (TD) readers group was 
composed of individuals with no history of learning dis-
abilities who exhibited no difficulties in reading [e.g., were 
above the reading cutoff (non-word reading)] and were at 
the same level of cognitive skills (assessed by the Raven 
test) as the DD group. The Institutional Review Board of 

the University of Haifa approved the study, which was 
conducted in accordance with the Declaration of Helsinki, 
with written informed consent provided by all participants. 
Participants received compensation of NIS 120 (approxi-
mately $37) for participating in the study.

Participants underwent a series of tests to evaluate cogni-
tive and linguistic abilities, assessed by the Raven's Standard 
Progressive Matrices (Raven & Court, 1992), verbal short-
term memory (as measured by the Digit Span subtest from 
the Wechsler Adult Intelligence Scale; Wechsler, 1997), rapid 
automatized naming skills (RAN; Breznitz & Misra, 2003), 
reading skills of words and non-words (Shatil, 1995a), and 
phonological processing (Breznitz & Misra, 2003). Partici-
pants also completed measures of sleep quality (Pittsburgh 
Sleep Quality Index (PSQI); Buysse et al., 1989) and alert-
ness (Stanford Sleepiness Scale (SSS); Hoddes et al., 1973). 
Details of these tasks are presented in Table 1.

The groups did not differ in age and IQ estimate but com-
pared to the TD group the DD group displayed a profile of 
reading disability compatible with the symptomatology of 
DD (Table 2). This group differed significantly from the TD 
group on measures of word reading and decoding skills. The 
DD group also demonstrated deficits in the three key phono-
logical domains: phonological awareness (Spoonerism, pho-
neme segmentation, phoneme deletion), verbal short-term 
memory (digit span), and rapid naming (rapid automatized 
naming). Moreover, no differences were observed in sleep 
or alertness measures between the two groups.

Procedure

Stimuli  Non-linguistic stimuli were used, based on prior 
research indicating that when listeners encounter verbal 
material, their existing representations regarding probabil-
istic co-occurrences of speech sounds in their native lan-
guage impact their SL performance (Siegelman et al., 2018). 
A further justification for using non-linguistic input was to 
avoid the possibility that problems in phonological process-
ing characteristic of those with DD (Snowling, 2001) would 
influence their ability to extract statistical regularities from a 
continuous verbal input. The task and stimuli were adapted 
from the study conducted by Durrant et al. (2011). Stimuli 
consisted of sequences of pure tones taken from the Bohlen-
Pierce scale (frequencies 262 Hz, 301 Hz, 345 Hz, 397 Hz, 
and 456 Hz) in order to avoid existing familiar tone patterns. 
Each tone lasted 200 ms, with a 20-ms gap between tones. 
Tones were sampled with a frequency of 44,100 Hz, with 
fixed amplitude, and were Gaussian modulated to prevent 
edge aliasing. Stimuli for the training/exposure session were 
composed of a single structured stream of 1,818 tones last-
ing 6 min and 40 s. Stimuli for the immediate-recall and 
delayed-recall sessions were composed of 168 short test 
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Table 1   Series of cognitive tests and questionnaires

Ability Test Description

Intellectual Ability Raven’s Standard Progressive Matrices test  
(Raven, Court, & Raven, 1992)

Nonverbal intelligence was assessed by the Raven’s-SPM test. 
This task requires participants to choose the item from the  
bottom of the figure that would complete the pattern at the top. 
The maximum raw score is 60. Test reliability coefficient is 0.9

Verbal Short-Term Memory Digit Span Wechsler Adult Intelligence Scale  
(WAIS-III; Wechsler, 1997)

The Digit Span subtest from the Wechsler Adult Intelligence 
Scale. This task requires participants to recall the names of the 
digits presented auditorily in the order they were presented, 
with a maximum total raw score of 30. Task administration is 
discontinued after a failure to recall two trials with a similar 
length of digits

Naming Skills Rapid Automatized Naming  
(RAN; Breznitz & Misra, 2003)

Participants are required to orally name items presented visually, 
as rapidly as possible. The exemplars are drawn from a constant 
category (RAN colors, RAN categories, RAN numerals, and 
RAN letters). This requires retrieval of a familiar phonological 
code for each stimulus and coordination of phonological and 
visual (color) or orthographic (letters) information quickly on 
time. The reliability coefficient of these tests ranges from .98 
to .99

Reading Skills One-minute test of words and  
One-minute test of nonwords (Shatil, 1997)

Examined by the One-Minute Test of Words (Shatil, 1995a) and 
the One-Minute Test of Nonwords (Shatil, E. (1995b), which 
assess the number of words and nonwords accurately read aloud 
within 1 min. The One-Minute Test of Words contains 168  
non-vowelized Hebrew words of an equivalent level of dif-
ficulty, listed in columns, ranging from high to low lexical 
frequency. The One-Minute Test of Nonwords contains 86 
successively difficult vowelized Hebrew nonwords listed in 
seven columns. Both accuracy (number of correct words read 
per minute) and speed (number of items read per minute) were 
measured

Phonological Processing Phoneme segmentation test  
(Breznitz & Misra, 2003)

This measure assesses the participant's ability to break a word 
into its component phonemes. This test consists of 16  
nonwords. Scores are based on the total number of accurate 
responses and test performance time

Phoneme deletion test  
(Breznitz & Misra, 2003)

In this test, participants are required to repeat nonwords without 
a specific phoneme as rapidly as possible. The nonwords are 
presented auditorily and vary in complexity, with a maximum 
total raw score of 25

Spoonerism Test  
(adapted from Brunswick et al., 1999)

Participants are required to switch the first syllables of two word-
pairs and then synthesize the segments to provide new words. 
The maximum raw score is 12

Sleep Quality Pittsburgh Sleep Quality Index (PSQI)  
(Buysse et al., 1989).

The PSQI questionnaire assesses sleep habits during the past 
month only. This questionnaire consists of nineteen individual 
items that generate seven “component” scores: subjective sleep 
quality, sleep latency, sleep duration, habitual sleep efficiency, 
sleep disturbances, use of sleeping medication, and daytime 
dysfunction. In scoring the PSQI, seven component scores are 
derived, each scored 0 (no difficulty) to 3 (severe difficulty). 
The component scores are summed to produce a global score 
(range 0–21). Higher scores indicate poorer sleep quality

Sleepiness Self-Assessment Stanford Sleepiness Scale (SSS)  
(Hoddes et al., 1973).

The Stanford Sleepiness Scale is a self-assessment  
questionnaire, developed by Hoddes et al. (1973). In the  
Stanford Sleepiness Scale participants report  
sleepiness at bedtime, wake time, how they feel at a given 
moment in a range of 1 = Feeling active, vital, alert, or wide 
awake to 7 = No longer fighting sleep, sleep onset soon; having 
dream-like thoughts, with higher scores indicating sleepier and 
lower scores indicating more activity
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streams, each containing 18 tones (lasting 3.96 s). Half of 
the test sequences had tones in a random order (unstructured 
condition), while the other half were determined by a transi-
tion matrix (illustrated in Fig. 1C) containing the probabili-
ties for each potential transition between a pair of tones and 
the subsequent tone, forming a second-order Marko​v chain 
(structured condition).

In the transition matrix, each row-column combination 
has an entry that specifies the probability that the two 
tones associated with that row will be followed by the tone 
associated with that column. Each row in the transition matrix 
contained one high probability (termed a likely transition) (p = 
0.9; shown in grey in Fig. 1B) and four equal low probabilities 
(unlikely transitions) (p = 0.025; shown in blue in Fig. 1B). 
This was done to make sure that any given pair of tones would 
be followed by a particular third tone 90% of the time, but 10% 
of the time would be followed by any of the other four possible 
tones, thus creating a probabilistic sequential structure. The 
transition matrix was built in such a way that equal probabilities 
were given for each of the five tones when considering only 
a single previous tone (i.e., uniform first-order transitions) or 
no previous tones (uniform zero-order transitions). Therefore, 

any noticeable structure in the sequences was second-order or 
higher, requiring participants to develop sensitivity not only to 
a single previous tone (either one- or two-back) but rather to 
both previous tones. These stimuli are considered less prone 
to chunking compared to stimuli constructed by explicitly 
concatenated chunks (such as the widely used triplet paradigm) 
or lower order stimuli (in which recurrent pairs are more 
explicitly apparent). Hence, the use of such types of sequences 
minimizes the contamination of learning by declarative 
knowledge (Jiménez et al., 2006; Jiménez & Mendez, 1999; 
Schvaneveldt & Gomez, 1998; Song et al., 2007). Structured 
sequences were created by randomly sampling the transition 
matrix and in a way that three difficulty levels were defined 
(easy, medium, hard), which corresponded to different levels 
of structure within the sequence. This can be achieved by 
changing the probability of the likely transition in the transition 
matrix prior to sampling, with a harder difficulty level having 
a lower value; this manipulation reduces the number of likely 
transitions within a sequence, and correspondingly increases 
the number of unlikely transitions. Such random sampling, 
however, may not provide an exactly proportional number of 
likely and unlikely transitions within short tone sequences 

Table 2   Demographic and psychometric data of the DD and TD groups

*p < .05; **p < .01

Measurement Mean control S.D. control Mean dyslexia S.D. dyslexia t value p Cohen’s d

Age (in years) 24.8 2.6 26.1 4.2 1.1 0.2 0.3
Reading skills
Oral words recognition (accuracy) 113.6 13.3 69.2 22.0 -7.8 ** -2.4
Oral non-words recognition (accuracy) 63.6 10.8 23.1 8.5 -13.2 ** -4.1
Naming skills
Naming letters (time) 22.4 2.5 25.6 3.7 3.1 ** 0.9
Naming objects (time) 33.1 5.3 41.6 8.0 3.9 ** 1.2
Naming numbers (time) 17.7 3.0 22.2 3.4 4.3 ** 1.3
Naming colors (time) 27.7 4.6 33.9 7.1 3.2 ** 1.0
Phonological processing
Phoneme segmentation (time) 70.0 15.0 148.4 50.4 6.8 ** 2.1
Phoneme deletion (time) 92.1 20.8 194.1 64.6 6.8 ** 2.1
Spoonerism (time) 113.5 38.0 313.2 165.2 5.3 ** 1.6
Short verbal working memory
Digit span 12.4 2.9 10.2 3.0 -2.3 * 0.7
Intellectual ability
Raven test 55.5 2.7 52.7 9.9 -1.2 .2 0.3
Sleep quality
The Pittsburgh Sleep Quality Index (PSQI) 3.6 1.4 3.6 1.3 -.04 .9 0
Sleep self-assessment
Stanford Sleepiness Scale (SSS) Immediate recall 2.2 0.8 2.1 0.7 -.56 0.5 0.1
Stanford Sleepiness Scale (SSS) Delayed Recall 1.9 0.6 1.9 0.6 -.01 0.9 0
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such as those used here (16-s order transitions), for example, 
a hard sequence might have 15 likely transitions by chance, 
while an easy sequence may come out with only 12. In 
order to make sure that all easy sequences were easier than 
medium sequences, all of which in turn were easier than 
hard sequences, the number of likely transitions were instead 
constrained as follows: 14 in easy sequences, 11 in medium 
sequences, and eight in hard sequences. This is equivalent to 
setting the likely transition probability to 0.875, 0.6875, and 
0.5, respectively, but with any sampling error in the creation 
of the sequences removed.

SL Task  The SL task was adapted from the study of Durrant 
et al. (2011). During the training phase participants were 
familiarized with the transitional probabilities. The training 
phase was followed by an immediate-recall session phase 
in which participants were required to perform a two-alter-
native forced-choice (2afc) task consisting of 84 trials, 28 
trials for each difficulty level (Fig. 1B). Each trial consisted 
of a pair of two short sequences of 18 tones each: one struc-
tured, with similar probabilities as the exposure stream, and 
one unstructured. The participant's task was to judge which 

of the two short sequences was most similar to the sounds 
heard during training, by pressing ‘1’ or ‘2’ on the com-
puter keyboard to indicate the first or second sequence. The 
delayed-recall session consisted of a further 84 2afc trials 
equivalent to the immediate-recall session. The structured 
sequences in this session were novel but shared the transi-
tion probabilities with the exposure stream from the training 
session (namely they had the same statistical structure as the 
exposure stream). The unpredictable sequences were novel 
and were randomly generated.

Participants were first required to complete a background 
online questionnaire that included questions about gender, 
age, and academic background, before arriving at the labora-
tory. Then, participants arrived at the laboratory to complete 
a series of cognitive and linguistic tests in a single session 
before completing the SL task, which was administered in 
two consecutive sessions. Figure 1A presents a summary of 
the session timeline of the SL task administration. The first 
session included training and test phases (immediate recall) 
and the second session included a retest (delayed recall). 
Participants performed the first session at night and the sec-
ond session in the morning, after a 12-h sleep interval. At 

Fig. 1   (A) Timeline of the experiment: The first session was divided 
into two parts: a training phase and a test phase (immediate recall). 
After a 12-h sleep interval, participants were retested on novel but 
similar SL structure (delayed recall). (B) Test trials in which two 
pairs of short sequences were introduced. (C) Structured and unstruc-
tured sequences. Left: Transition matrix for the exposure stream and 
structured test sequences. Values are color coded probabilities, with 
blue = 0.025 and gray = 0.90. The row indexes the last two tones 
that occurred, the column indexes the next tone that could occur, 
and the grayscale value gives the probability of this transition. The 

matrix is set up in such a way that zero- and first-order transitions are 
fully balanced, ensuring that they cannot provide additional structural 
information. Right: A structured sequence (top) and an unstructured 
sequence (bottom), showing the set of second-order transitions that 
make up the sequence. High-probability transitions are in gray, low-
probability transitions are in blue. The structured sequence is con-
strained to have 14 high-probability transitions, while each transition 
in the unstructured sequence is generated randomly and happened to 
produce five high-probability transitions in this particular case
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the beginning of each session (immediate- vs. delayed-recall 
sessions), participants filled out the SSS (Hoddes et al., 
1973) to measure alertness.

Statistical approach

Power analysis  Previous research that used the SL task 
employed in the present study (Durrant et al., 2011; Durrant 
et al., 2013) revealed large effect sizes for sleep-dependent 
consolidation effects (i.e., averaged partial eta squared of 
0.21) . Furthermore, in the study of Gabay et al. (2015) a 
large effect size was observed when comparing DD and con-
trol participants on a similar but not identical SL task (partial 
eta squared of 0.25). However, because no previous study 
used the task employed in the current study with young adults 
with DD, we erred on the side of caution in predicting only 
medium effect sizes (d = 0.5, f = 0.25 or ηp

2 = 0.06) to test 
within- and between-variables interactions (e.g., interactions 
between session and group). A power analysis (calculated 
using Gpower software; Faul et al., 2007) indicates that in 
order to detect within- and between-group interaction effects 
a total sample of 34 participants is needed to obtain statistical 
power at a 0.80 level with an alpha of 0.05. Therefore, with 
a total sample of 41 participants, our study was adequately 
powered to detect a medium effect size.

Statistical analyses of SL  SL performance was measured by 
calculating the percentage of trials in which the structured 
sequence was correctly identified as in previous research 
(Durrant et al., 2011) and was used as the dependent variable 
for analyses reported below. First, simple t-tests were con-
ducted to examine whether learning occurred for each group 
separately at above chance (50%) in the immediate-recall 
and delayed-recall sessions. Next, to account for differences 
in initial learning, performance of the two groups was com-
pared during the immediate-recall session by using a mixed-
model analysis of variance (ANOVA), with Group (DD vs. 
control) as between-subjects’ factor and Difficulty (easy, 
medium, or difficult) as within-subjects’ factors. To assess 
overnight-memory consolidation, a three-way ANOVA was 
conducted, with Group (DD vs. control) as between-subjects 
factor and Session (immediate vs. delayed recall) and Diffi-
culty (easy, medium, or difficult) as within-subjects’ factors. 
For the ANOVA analyses, only significant main effects or 
interactions are reported.

session [t (1, 20) = 7.148, p = .001; Cohen's d = 1.571 easy 
SL, t(1, 20) = 5.686, p = .001; Cohen's d = 1.301 medium 
SL, t(1, 20) = 3.065, p = .006; Cohen's d = .636, hard SL] 
and retained that knowledge in the delayed-recall session 
[t (1, 20) = 4.871, p = .001; Cohen's d = 1.062 easy SL, 
t(1, 20) = 4.593, p = .001; Cohen's d = 1 medium SL, t(1, 
20) = 4.545, p = .001; Cohen's d = .875, hard SL]. The DD 
group exhibited learning above chance for the easy [t (1, 19) 
= 7.504, p = .001; Cohen's d = 1.750] and medium SL [t (1, 
19) = 6.437, p = .001; Cohen's d = 1.444], but not for the 
hard SL [t (1, 19) = -.154, p = .878; Cohen's d = -.101] in 
the immediate-recall session, whereas none of the SL struc-
tures were retained above chance in the delayed-recall session 
[minimum p = .19].

Initial learning  The main effect of Group failed to reach 
significance, F (1, 39) = 3.857, p = .057, ηp

2 = .091, while 
a significant main effect of Difficulty was observed, F (2, 
78) = 31.045, p = .001, ηp

2 = .443. The Group × Difficulty 
interaction was significant, F (2, 78) = 3.336, p = .041, ηp

2 
= .078. Further analysis revealed that the performance of 
the DD group was poorer than that of the TD group on the 
easy, F (1, 39) = 4.657, p = .037; ηp

2 = .106 and hard SL, F 
(1, 39) = 5.486, p = .024; ηp

2 =.123. No group differences 
were observed in the medium SL, F (1, 39) = .004, p = .949; 
ηp

2 = .001

Overnight memory consolidation  The DD group in general 
was significantly less accurate than the TD group, F(1, 39) 
= 9.297, p = .004; ηp

2 = .192. There was a main effect of 
Session, indicating that participants were less accurate in the 
delayed-recalled session compared to the immediate-recall 
session, F(1, 39) = 7.799, p = .008, ηp

2 = .166. There was 
also a significant main effect of Difficulty, F(2, 78) = 19.666, 
p = .001, ηp

2 = .335. Further analysis suggested a significant 
linear trend, such that the more complex the SL structure the 
less accurate the listeners, F(1, 39) = 33.142, p = .001; ηp

2 =  
.489. The Difficulty × Session interaction was significant, F(2, 
78) = 9.046, p = .001, ηp

2 = .188. With relevance for the 
objective of the present study, there was a significant three-
way interaction of Group × Session × Difficulty, F(2, 78) = 
3.793, p = .027, ηp

2 = .088 (see Fig. 2). To understand the 
basis of this interaction, we compared overnight consolida-
tion between the DD versus TD groups using 2 (Group) × 2  
(Session) ANOVAs conducted for each level separately. The 
Session × Group interaction was not significant for easy SL, 
F(1, 39) = 1.705, p = .199; ηp

2 = .0411 or hard SL condi-
tions, F(1, 39) = .534 p = .469; ηp

2 = .013, but the DD group 
Results

SL performance tested against chance level  The TD group 
learned all SL structures above chance in the immediate-recall 

1  Notably, the Group × Session interaction for the easy difficulty 
level was not statistically different from that of the medium difficulty 
level (F<1).
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showed significantly less overnight consolidation in the 
medium SL condition [Group × Session: F(1, 39) = 7.479, 
p = .009; ηp

2 = .160.; Group differences: immediate-recall 
session: F(1, 39) = .004, p = .949; ηp

2 = .001; delayed-recall 
session F(1, 39) = 6.981, p = .011; ηp

2 = .15]. This interaction 
reflecting reduced overnight consolidation in DD participants 
passed Bonferroni correction and could not be attributed to a 
difference in initial learning since the groups did not differ at 
the medium difficulty level.2

Discussion

In Experiment 1 we observed that TD learners were able to 
retain the acquired SL knowledge following sleep, whereas 
the DD group failed to do so. This finding points to the 
existence of an overnight consolidation-based stabiliza-
tion process (task performance is maintained; Nettersheim 
et al., 2015) rather than to an overnight consolidation-based 
enhancement process (task performance is enhanced; see 
Walker, 2005 for a discussion of these concepts) of SL 
knowledge that occurred in the TD group but failed to occur 
in DD. Such a process can sometimes be unmasked on the 
behavioral level by using an interference design in which 
participants attempt to acquire a second task after learn-
ing an initial task (Brashers-Krug et al., 1996; Ellenbogen 
et al., 2006). Therefore, to directly examine the existence of 
a consolidation-based stabilization process in this task, we 

conducted a second experiment in which SL was examined 
in TD readers using an interference design.

Experiment 2

In Experiment 2 we tested three groups of TD readers using 
an interference design, which is the common way to assess 
consolidation-based stabilization in memory consolidation 
research (Brashers-Krug et al., 1996).

Methods

Participants  Young neurotypical adult participants (33 total; 
six males and 27 females, Mage= 25.18 years, SD = 2.65 
years) were recruited in person and assigned randomly to 
one of three conditions: (1) no interference (N = 10); (2) 
immediate interference (N = 13); (3) 6-h delay interfer-
ence (N = 10). The study was conducted at the University 
of Haifa in accordance with the Declaration of Helsinki and 
participants were compensated for their participation.

Stimuli  Stimuli in the first SL task were similar to those 
of Experiment 1. A different set of stimuli was used for the 
second SL task.

Procedure  Three groups of participants performed the same 
SL task described in Experiment 1 during a first testing ses-
sion (immediate recall) and all were retested after a 24-h 
interval that included sleep (delayed recall) (see Fig. 3). The 
first group performed only the original SL task - A in the first 
session (no interference). The second group performed the SL 

Fig. 2   The performance of the DD and Control groups in the immediate-recall and delayed-recall sessions as a function of item difficulty. Error 
bars represent one standard error

2  The pattern of results regarding memory consolidation was main-
tained when using percent improvement relative to initial learn-
ing (delayed recall-immediate recall/immediate recall) × 100 as the 
dependent variable.
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task - A and then, immediately after, a second SL task - B, still 
in the first session (immediate interference). The third group 
performed the SL task (A) and after a 6-h interval performed 
the second SL task (B) (6-h interval interference). All groups 
were tested in the second session on sequences with the same 
statistical structure as in the first task (SL task - A).

Statistical approach

Power analysis  Previous research that used the SL task 
employed in the present study (Durrant et al., 2011; Durrant 
et al., 2013) revealed large effect sizes for sleep-dependent 
consolidation effects (i.e., averaged partial eta squared of 
0.21). However, since consolidation of auditory SL was not 
previously studied using an interference design, we again 
erred on the side of caution and predicted medium effect sizes 
(d = 0.5, f = 0.25 or ηp

2 = 0.06) to test within- and between-
variables interactions (e.g., interactions between session and 
group). A power analysis (calculated using Gpower software; 
Faul et al., 2007) indicates that in order to detect within- and 
between-group interaction effects, a total sample of 42 par-
ticipants is needed to obtain statistical power at a 0.80 level 
with an alpha of 0.05. This suggests that the study was slightly 
underpowered to detect medium (but not large) effect sizes.

Statistical analyses of SL  SL performance was measured by 
calculating the percent number of trials in which the struc-
tured sequence was correctly identified (Durrant et al., 2011). 
To assess group differences in memory consolidation a mixed 
ANOVA was conducted, with Group (no interference, imme-
diate interference, 6-h delay interference) as the between-sub-
jects factor and Session (immediate vs. delayed recall) and 

Difficulty (easy, medium, and difficult) as within-subject fac-
tors. In what follows only significant main effects or interac-
tions are reported.

Results and discussion

A significant main effect of Difficulty was found, F(2, 60) 
= 16.01, p = .001, ηp

2 = .347. Further analysis suggested a 
significant linear trend, such that the more complex the SL 
structure, the less accurate the listeners, F(1, 30) = 24.419, 
p = .001; ηp

2 = .282. The Group × Session interaction was 
significant, F(2, 30) = 3.372, p = .048, ηp

2 = .183 (see Fig. 4). 
Further analysis suggested that while the baseline (no inter-
ference) group and the 6-h interference group were capable 
of retaining their performance in the delayed-recall session 
compared to the immediate-recall session (all Fs < 1), the 
immediate interference group showed decreased performance 
in the delayed compared to the immediate-recall session, F (1, 
30) = 10.645, p = .002; ηp

2 = .063. Furthermore, there was no 

Fig. 3   Study protocol. Participants were randomly assigned to one of 
three groups: (A) No interference: participants performed only the SL 
task-A in the first session without interference. (B) Immediate inter-
ference: Participants performed the SL task-A and then, immediately 

after, performed a different SL task–B, in the first session. (C) Six-
hour delay interference: participants performed the SL task-A and 
after a 6-h interval performed the second SL task-B. All groups were 
retested on the initial SL task-A after a 24-h interval

3  Notably this finding is less likely to be attributed to initial learn-
ing differences across the three groups. When initial learning was 
tested by using a mixed-ANOVA, with Group (DD vs. control) as the 
between-subjects factor and Difficulty (easy, medium, or difficult) 
as the within-subjects factor on percent accuracy during immediate 
recall, only a significant main effect of Difficulty was observed (F (2, 
60) = 7.80, p = .01; ηp

2 = .20). No significant main effect of Group 
was observed, F (2, 30) = 1.73, p =.19; ηp

2 = .103. Three one-way 
ANOVAs conducted separately for each difficulty level did not reveal 
any significant differences in the easy, medium, or difficult SL dur-
ing the immediate-recall session between the groups. Therefore, no 
differences in initial learning were observed across the groups. This 
reduces the possibility that initial learning differences could account 
for the observed effect.
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difference in the amount of retention between the control (no 
interference group) and the 6-h delay group, F(1, 30) = .027, 
p = .871; ηp

2 = .001, that is, after 6 h had passed the SL in task 
A was not disrupted when task B was learned. Overall, these 
findings suggest that the group that performed a different SL 
task immediately after performing the initial SL task failed to 
maintain the acquired knowledge of the initial SL when tested 
after a sleep interval. Therefore, immediately after training, 
memory of SL knowledge is highly susceptible to interference 
but becomes resilient to disruption after a 6-h delay when 
retested after sleep and is equivalent to that observed when no 
interference is induced. The existence of consolidation effects 
of SL knowledge can therefore be unmasked by using an inter-
ference design, consistent with prior research (Brashers-Krug 
et al., 1996; Nettersheim et al., 2015). These findings suggest 
the need for an offline temporal time window for the stabi-
lization of SL knowledge. Power analysis indicated that the 
study (Experiment 2) was slightly underpowered to detect a 
medium (but not large) effect size and that had null findings 
been obtained this may have been due to insufficient power. 
However, we observed significant group differences between 
the immediate interference group as compared to the no inter-
ference group and the 6-delay interference group, consistent 
with our hypothesis and with the previous large effect sizes 
seen with this task, which our sample was sufficient to detect. 
In the case that our study was not sensitive enough to detect 
differences between the 6-delay interference group versus no 
interference group, this does not change our conclusion of the 
existence of consolidation-based stabilization effects (differ-
ences observed between the immediate interference group vs. 
other groups). Nevertheless, these findings should be further 
replicated and tested in larger studies.

General discussion

The current results show that SL knowledge originating 
from passive exposure was consolidated into long-term 
memory in TD readers after the initial exposure was 
concluded. In particular, the TD group could maintain 
the learned SL information, as indicated by similar SL 
performance in both the immediate-recall and delayed-
recall sessions that exceeded chance level. This pattern 
of results can point to the involvement of a consolidation-
based stabilization stage in which no additional gains in 
performance are seen after initial acquisition but in which 
the behavioral performance is maintained after an offline 
interval (Nettersheim et al., 2015; Walker, 2005). This is 
further supported by the results of Experiment 2, in which 
TD readers could maintain the same level of SL perfor-
mance only if there was a 6-h interval between the learned 
SL and the learning of new SL information. Such findings 
corroborate previous research pointing to a wake-based 
stabilization phase in motor skill learning using an inter-
ference design (Brashers-Krug et al., 1996).

In contrast to the TD readers group, the DD group was 
not capable of maintaining the acquired SL knowledge 
after a sleep interval. In particular, whereas no group 
differences were observed for medium SL structures in 
the immediate-recall session, a significant group differ-
ence was evident in the delayed-recall session. This can 
be attributed to a failure in the overnight consolidation-
based stabilization process in DD. One thing to consider, 
however, is why significant group differences in SL per-
formance across sessions were not evident at the easy and 
hard difficulty levels. First, during the immediate-recall 

Fig. 4   The performance of the three different groups in the immediate-recall and delayed-recall sessions as a function of session and item dif-
ficulty. Error bars represent one standard error
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session, the SL performance of the DD group at the hard 
difficulty level did not exceed chance, so there was no ini-
tial learning from which consolidation processes could 
take place. Second, although significant group differ-
ences in SL performance were not observed across ses-
sions at the easy difficulty level, the pattern of results was 
very similar and was not statistically different than that 
observed at the medium difficulty level (F < 1).

It is important to note that the DD group performed sig-
nificantly worse than the TD group during the immediate-
recall session of the easy and hard difficulty SL levels, 
indicating problems in initial learning of SL knowledge. 
This is consistent with previous findings revealing seg-
mentation difficulties in DD during initial learning (Gabay 
et al., 2015; Sigurdardottir et al., 2017). The pattern of 
results raises the possibility that problems in initial learn-
ing rather than a memory consolidation deficit could influ-
ence the ability of people with DD to retain SL knowledge 
across time. The observation that both groups performed 
similarly at the medium difficulty SL level should be inter-
preted with caution, as the SL performance of the DD 
group was impaired relative to the TD group on the other 
difficulty levels. Yet the possibility that initial learning 
resulted in less retention of SL knowledge in the DD group 
is less probable, since additional analysis indicated that 
poorer initial learners across both groups exhibited greater 
consolidation-based stabilization (see Online Supplemen-
tary Materials). These findings, in combination with a lack 
of group differences in SL performance at the medium dif-
ficulty level, imply the involvement of a memory consoli-
dation deficit rather than the mere influence of an initial 
learning deficit on the retention abilities of people with 
DD. Future studies will be necessary to identify the con-
tribution of initial learning impairments vs. memory con-
solidation to the retention deficits observed in individuals 
with DD.

Since our protocol included a sleep interval, this may 
point to the possibility of an impairment in sleep-dependent 
consolidation processes in the DD group. However, future 
studies are needed to determine whether the SL deficit 
observed in the current study is specific to sleep, by using 
a wake versus sleep design or measuring sleep parameters 
with polysomnography. The present findings resonate with 
prior research pointing to sleep-dependent memory consoli-
dation deficits of linguistic information in DD (Reda et al., 
2021; Smith et al., 2018), and broaden these findings to the 
non-verbal auditory perceptual domain. Our findings are 
therefore difficult to reconcile with theories positing that DD 
arises due to deficits in phonological processing (Snowling, 
2001). The observed deficiency in DD across an acoustic 
domain implies an impairment affecting domain-general 
processes, though future studies are needed to determine 

whether the observed pattern arises from a domain-general 
or a domain-specific deficiency (Singh & Conway, 2021).

In this regard, the paradigm we used is especially rel-
evant with regard to a major theoretical framework in the 
field of DD (Nicolson & Fawcett, 2011; Ullman et  al., 
2020). According to the Procedural Deficit Hypothesis, a 
dysfunction to the striatal memory system could account 
for the linguistic symptoms of people with DD. Intrigu-
ingly the present paradigm has been shown to engage the 
procedural memory system during a consolidation phase 
among neurotypicals (Durrant et al., 2013). Furthermore, 
although the paradigm involves explicit familiarity judg-
ments, the probabilistic structure of the task reduced the 
ability to chunk information, which is related to declarative 
processing. Therefore, based on both the brain-based and 
computation-based approaches (Bogaerts et al., 2020), it 
may be argued that the consolidation SL deficit observed in 
the present study may be attributed to a procedural memory 
dysfunction in DD.

Our results suggest that it is important to consider dif-
ferent types of SL knowledge in those with DD and that 
the impairments observed in DD cannot be conceived as 
all or none (Arciuli & Conway, 2018). Rather, it seems that 
several types of SL information could still be learned by 
people with DD during the encoding phase (though to a 
lesser degree than TD readers), while learning more com-
plex SL structures presents a greater source of challenge 
for those with DD (Lum et al., 2013). Our study also high-
lights the importance of studying different stages of learning 
in those with DD. Although people with DD might be able to 
learn some forms of SL as TD readers during an acquisition 
phase, they may fail to consolidate that knowledge into long-
term memory. Therefore, previous studies examining SL in 
DD using the segmentation task in one training session (van 
Witteloostuijn et al., 2019) might have underestimated the 
SL deficit we observed in the current study. Although prior 
research examined SL in DD across time (Gabay et al., 2012a; 
Hedenius et al., 2013; Hedenius et al., 2020), our study is the 
first to report a failure to consolidate segmentation-based SL 
knowledge in those with DD. Since language learning criti-
cally depends on such domain-general learning capacities 
(Saffran & Thiessen, 2007), a deficit in retrieving segmenta-
tion-based SL knowledge may have a negative impact on the 
ability of people with DD to form robust linguistic representa-
tions. Such an impairment is likely to place learners with DD 
in constant need of relearning, thus influencing their ability to 
retain segmented units from fluent speech in order to retrieve 
statistically structured phonological information, including 
the ability to retain statistical regularities embedded in sound 
categories over time.

In sum, in the present study TD and DD participants were 
exposed to auditorily statistically structured information and 
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were retested after a sleep interval. Despite evidence for con-
solidation-based stabilization of auditory SL knowledge in the 
TD group, the DD group failed to consolidate auditory SL 
knowledge over a sleep interval. Such a failure is likely to 
have a negative impact on the ability of people with DD to 
form precise linguistic representations in long-term memory.
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