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Abstract
Benjamin et al. (Nature Human Behaviour 2, 6-10, 2017) proposed improving the reproducibility of findings in psychological
research by lowering the alpha level of our conventional null hypothesis significance tests from .05 to .005, because findings with
p-values close to .05 represent insufficient empirical evidence. They argued that findings with a p-value between 0.005 and 0.05
should still be published, but not called Bsignificant^ anymore. This proposal was criticized and rejected in a response by Lakens
et al. (Nature Human Behavior 2, 168-171, 2018), who argued that instead of lowering the traditional alpha threshold to .005, we
should stop using the term Bstatistically significant,^ and require researchers to determine and justify their alpha levels before
they collect data. In this contribution, I argue that the arguments presented by Lakens et al. against the proposal by Benjamin et al.
are not convincing. Thus, given that it is highly unlikely that our field will abandon the NHST paradigm any time soon, lowering
our alpha level to .005 is at this moment the best way to combat the replication crisis in psychology.
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A recent proposal by Benjamin et al. (2017) to modify the con-
ventional threshold for claiming Bsignificance^ in empirical
studies from .05 to .005 has led to a response arguing against
this proposal by Lakens et al. (2018). For convenience, I will call
the first paper RSS (Redefine Statistical Significance), and the
second paper that was a response to it JYA (Justify Your Alpha).

The main point of RSS is that if (and only if) we – re-
searchers, journal editors, and reviewers – want to keep using
a threshold p-value (alpha) for calling findings Bsignificant,^
then lowering that threshold from .05 to .005 will improve the
replicability of our findings. It is important to note that the RSS
authors do not defend our widespread use of Null Hypothesis
Significance Testing (NHST) as such, but that they argue that if
we keep using NHST, then lowering alpha to .005 will cause
the general replicability1 of our findings to improve.

The authors of the JYA paper criticize and reject this
proposal. They argue that replacing the arbitrary .05
threshold by an equally arbitrary .005 threshold will
not necessarily improve replicability, and instead sug-
gest we abandon the notion of Bstatistical significance^
altogether. According to them, researchers should set
and justify their design decisions (which crucially in-
cludes the alpha level) before collecting data.

In this contribution I argue that many of the arguments in
the JYA paper against the RSS proposal are flawed. In short,
there are multiple ways in which the JYA authors argue
against particularities of the RSS paper without effectively
arguing against the general thrust of its recommendations.

To criticize the proposal in RSS, the JYA paper presents
three main theses, discussed below.

Thesis 1: an alpha level of p ≤ .005 does not
improve replicability

While the JYA authors agree that a lower alpha threshold
should indeed, theoretically, reduce the number of false posi-
tives in the literature, they argue that the observed differences
in the replicability of the studies in the Reproducibility
Project: Psychology or RPP (Open Science Collaboration,
2015) are likely due to other factors.

1 The terms reproducibility and replicability are often used interchangeably
and can refer to either the same or different aspects of scientific studies. From
here on, I will use the term Breplicability^ for the probability that a given
empirical finding will, when the same experiment is repeated, yield the same
finding.
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They present three arguments against the claim that a new
alpha threshold of .005 will improve replicability: (a) the em-
pirical evidence we have from the RPP project is itself not
statistically significant, (b) non-replicability can also be
caused by other factors, such as p-hacking, and (c) in the
RPP a post-facto alpha level of .005 only led to the replicabil-
ity of about half of the studies. I will address these arguments
in order.

First, the replication rate of the studies in the RPP project
that had p-values between .005 and .05 was 24%, whereas the
replication rate of the studies with p < .005 was 49%. The
statistical evidence related to this difference indeed does not
cross traditional thresholds, such as p < .05 in NHST, or a
Bayes Factor > 10 (Etz & Vandekerckhove, 2016; Held &
Ott, In Press), neither using NHST (p = .015) nor using
Bayes Factors (BF10 = 6.84).

It is remarkable that in making this argument, the JYA au-
thors use criteria that they themselves argue we should aban-
don. Furthermore, such statistical evidence would be extremely
hard to obtain, as every datapoint for such an analysis would be
an entire study. If we were to insist on this degree of empirical
evidence for the claim that higher standards of evidence lead to
more replicability, we would in all likelihood never abandon
our current practice of using NHSTwith an alpha of .05, which
is a situation both the RSS and the JYA authors are arguing
against. But most importantly, we don’t need empirical data to
make the point that a lower alpha level leads to a higher repli-
cability. For a given design and sample plan, a smaller p-value
is associated with a larger effect size, and larger effect sizes are
more replicable (see also Morey, 2017).

A second argument of the JYA authors is that Blower rep-
lication rates for p-values just below .05 are likely confounded
by p-hacking (the practice of flexibly analyzing data until the
p-value passes the ‘significance’ threshold) in the original
study.^ It is indeed quite plausible that p-hacking of studies
with p-values just below .05 was partly responsible for the low
replication rate of these studies. However, p-hacking to obtain
a value just below .05 is considerably easier and less conspic-
uous than p-hacking to get a p-value below .005 (see for in-
stance the lucid presentation by F. Schönbrodt on this topic,
https://osf.io/rkya5/). The latter not only involves more work
(simply because the target p-value is further away) but we can
also expect that the methodological flexibility needed to bring
the p-value below such an ambitious target value is more
likely to draw the attention of readers and reviewers.
Furthermore, p-hacking is often something done implicitly,
by researchers who may not be aware that their creative and
iterative analyses lead to more false positives. Trying to p-
hack a result that initially isn’t Bsignificant enough^ to get a
p-value below .005 is likely to involve more conscious effort
than it is to p-hack to a value just below .05. This will make it
more likely that the researcher becomes aware of the suspect
nature of their analyses. Hence, if studies with p < .05 are

more likely to be p-hacked than studies with p < .005,
resulting in a higher reproducibility rate for the latter, this is
in fact a compelling argument in favor of the RSS proposal of
lowering our alpha levels for claiming significance.

The final argument by JYA against the claim that an alpha
level of .005 lowers replicability is, citing JYAverbatim here,
that Bthe difference in replication rates between studies with
.005 < p ≤ .05 compared with p ≤ .005 may not be entirely due
to the level of evidence.^ This argument is similar to the one
discussed above, but it is different, and it is based on a logical
fallacy that can be illustrated with an analogy. Imagine a pro-
posal to reduce the number of traffic accidents by lowering the
speed limit, because there is evidence that excessive speed
causes a lot of accidents. Opponents of the proposal then argue
against it on the grounds that a major factor causing traffic
accidents is drinking while driving.While the latter might well
be true, it isn’t a valid argument. Both drinking while driving
and high speeds increase the number of traffic accidents, but
that is not a valid argument against lowering the speed limit.
Analogously, the fact that p-hacking also increases the num-
ber of false positives (as do, for instance, fraud, low power,
and measurement error) is not a valid argument against low-
ering the alpha threshold.

Thesis 2: the arguments for a new alpha
of .005 are weak

The first argument the JYA authors provide to support this
thesis is to criticize the new alpha level by questioning the
claim by RSS that under a Bayesian analysis, a p-value of
.05 at best represents a Bayes Factor of 2.5 to 3.4, whereas a
p-value of .005 is equivalent to a Bayes Factor between 14 and
26 (note that these are upper bounds, meaning that under the
assumptions made, with these p-values, evidence levels can
never be higher than that). JYA counters this claim by pointing
out that the RSS analysis holds for the two-sided testing of
point-null hypotheses. If one-sided tests or non-point-null hy-
potheses were used, JYA argues, this would imply different
new alpha levels (a point made by Morey, 2017).

Note first that the assumptions made here by the RSS au-
thors are sensible and plausible because the vast majority of
NHST tests in our literature in fact use point-null hypotheses
and two-sided tests. One-sided tests are frowned upon by
many statisticians (see Royall, 1997, p.116), and are used
much less frequently than two-sided tests. Non-point-null hy-
potheses in NHST are even more rare in the literature.

Second, while this argument by JYA legitimately questions
the value to which alpha should ideally be lowered, it is im-
portant to realize that this is not an argument against lowering
alpha as such.While the exact level of a proposed lower alpha
level can be the subject of interesting discussions, the fact that
an alpha level of .05 represents very modest levels of evidence
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(a point repeatedly made by RSS, and one that is acknowl-
edged by the JYA authors) is a sufficient reason to lower
alpha, independent of the degree to which it is lowered. If
the JYA authors had argued BYes, we should lower alpha,
but not that much; lowering it to .01 is sufficient,^ or alterna-
tively, BNo, we should lower alpha even further, to .001, oth-
erwise it doesn’t help enough,^ then this discussion would
have been very relevant. So the JYA authors appear to argue
against lowering alpha to exactly .005, not against lowering it
as such.

Another JYA-alleged weakness in the argument for an al-
pha of .005 is that in calculating the false-positive report prob-
ability (FPRP), we need to specify, among other things, the
ratio of true versus false effects. But first of all, our empirical
estimate of this value (e.g., on the basis of replication projects
like the RPP) has a high uncertainty, and second, it involves a
Breference class^ problem: does it refer to all hypotheses in
science, those of a specific field, a specific researcher, etc.?
Again, for details, seeMorey (2017). In this particular context,
I don’t find either of these arguments convincing, because
RSS used their estimate of this ratio as a (necessary)
assumption to calculate the proportion of expected false-
positive results given different alpha levels, and they have
reasonable arguments to assume a ball-park value for this
parameter on the basis of previous analyses or the RPP project
(see also Etz and Vandekerckhove, 2016; Johnson et al., 2017;
Wilson and Wixted, 2018). As with the previous point, the
discussion about the precise value of the ratio of true to false
hypotheses is indeed relevant when discussing what level we
want to lower alpha to, but not as a counter-argument against a
substantial lowering of alpha.

Thesis 3: an alpha level of .005 might harm
scientific practice

The JYA authors mention three concerns. The first is that a
lower alpha threshold requires a higher N to achieve the same
statistical power and, given limited resources, this might re-
duce the number of replication studies that are performed.
Intriguingly, if we are talking about exact replications here,
and not about conceptual ones (see Zwaan, Etz, Lucas, &
Donnellan, 2017), it would suggest that it is better to Bchop
up^ one’s data into many small studies than it is to publish
them as one large study. But this should not make a difference.
Data are data, and as long as the data come from the same
source, evidence is not magically growing by chopping up our
data into smaller chunks. The only interpretation under which
this appears to be true is undesirable: assuming the common
situation that we have a normally distributed dependent vari-
able and perform parametric NHST tests, if we have N exper-
imental units (e.g., participants) at our disposal, the probability
of getting at least one significant result is highest when we run

N/2 studies with each study having two participants (assuming
N is even), and lowest when we run only one study with N
participants. This is because the Type I error rate of 5% is (by
definition) unaffected by the number of experimental units in
an experiment, so under the null hypothesis, the probability of
getting at least one significant effect in K experiments is
1-(1-α)K , which for K = 1 is, obviously, 0.05, and for K =
14 is already higher than 0.5 (see also Bakker, van Dijk, &
Wicherts, 2012). Note that his holds independent of the value
of α that the researcher is using. But of course while this
strategy could increase the number of significant results pub-
lished, it would also dramatically inflate the proportion of
false positives, which is exactly what we are trying to avoid.

Another possible negative consequence, according to the JYA
authors, is that the higher N needed to get acceptable levels of
statistical power would disproportionally affect researchers who
study unique populations or studies where data collection re-
quires substantially more resources. This is of course a genuine
concern. But it is hard to see how abandoning the concept of
significance and justifying our alpha is going to alleviate this
problem. Assuming that in those resource-intensive or unique-
population cases, we would choose and justify a higher alpha
(choosing a lower alpha would obviously not be helpful), it
would mean that our high-resource studies would risk being less
replicable. This, in turn, increases the risk that the invested effort
by the researcher (and in the case of unique populations, by the
experimental participants) was all in vain. Also, the RSS authors
did not propose that findings with alpha = .05 should not be
published, only that they should not be called Bsignificant.^
So, under their (RSS’s) proposal, studies that do not Breach^
conventional levels of significance because of high-resource or
otherwise difficult data collection would still be published, but
without the label Bstatistically significant.^What can and should
in my view be justified in such cases is not the alpha level, but
the low statistical power. Nature is cruel: nomatter how hard it is
to get the data, it will not make our evidence stronger.

A third negative consequence according to the JYA authors
is the Brisk of exaggerating the focus on single p-values.^
Whether focusing on single p-values is a necessary evil or
avoidable is an interesting and important discussion, but to
repeat, the RSS proposal was that if we have a criterion for a
single p-value to call something statistically significant, then
we need to at least lower alpha substantially, in order to in-
crease the replicabiltiy amongst studies that we call signifi-
cant. The JYA authors want to abandon the use of the label
Bstatistically significant^ altogether. But that is an entirely
different discussion. Either we abandon statistical significance
as a criterion, or we don’t. If we do so, calculating utility
functions expressing the cost / benefit of type I or type II errors
in order to determine our alpha level is one option. There are
others, for instance the Information-Theoretic, Likelihood, or
Bayesian frameworks. But the question of whether the alpha
level should be adjusted if we keep using NHST remains a
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valid one. And the possibility of using an entirely different
paradigm for evaluating the statistical evidence in our studies
is not an argument against the RSS proposal. To use the earlier
speed-limit analogy: if we were to propose a lower speed
limit, pointing out that it would be much better if we all used
public transport instead is a beautiful idea, but is in no way a
valid argument against lowering the speed limit.

Some other issues

In their conclusion, the JYA authors mention many ways in
which the replicability of scientific findings in the social sci-
ences could be improved. These are, among other things, pre-
registration, intellectual honesty, redundancy (e.g., by replica-
tion and validation), avoidance of logical traps, transparency,
and accounting for potential sources of error. I wholeheartedly
support these arguments. I’m confident that the systematic ap-
plication of these principles would substantially improve the
replicability of our findings, and I support the authors in their
striving towards these urgent improvements in our practices.

However, the claim that we should not have any form of
threshold criterion for required levels of evidence for making
scientific claims, but rather only control our long-term error
rates, and leave it Bup to scientists to justify the alpha level they
decide to use^ (JYA, p. 170), is one that I find difficult to
support. I believe that it is practical and desirable to have a
method for evaluating the amount of evidence represented by
a single study. It allows us to evaluate what we know and what
we don’t know after we have performed a new experiment. If
we do research, we want to be able to publish what we have
learned from it. Our published studies would not be very useful
if they ended only with the bland reassurance that if we were to
repeat this particular experiment thousands of times, the pro-
portion of type I errors we would make is equal to, at most,
alpha. (Whether such an alpha level was individually justified
or conventional in nature would almost be beside the point.)

Summary and conclusions

The RSS proposal (Benjamin et al., 2017) is that if we keep
using a conventional threshold for statistical significance in
the NHST context, then we should at least lower our alpha
level from .05 to .005. This would, for theoretical reasons,

decrease the number of our false-positive findings. The JYA
authors (Lakens et al., 2018) present arguments against a low-
ering of the conventional alpha. They also argue for
abandoning the concept of statistical significance altogether,
and say that we should instead rely on controlling error rates
with alpha levels that are justified by the researcher for every
individual study. I analyze a number of JYA’s central counter-
arguments and conclude that they are flawed. Given that there
are no signs that the practice of using the Null Hypothesis
Significance Testing framework is going to be abandoned
any time soon, lowering our conventional alpha levels is at
the moment the most realistic proposal for addressing our
replication crisis using statistical means.
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