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Abstract
The ability to recognize emotion in speech is a critical skill for social communication. Motivated by previous work that has
shown that vocal emotion recognition accuracy varies by musical ability, the current study addressed this relationship using a
behavioral measure of musical ability (i.e., singing) that relies on the same effector system used for vocal prosody production. In
the current study, participants completed a musical production task that involved singing four-note novel melodies. To measure
pitch perception, we used a simple pitch discrimination task in which participants indicated whether a target pitch was higher or
lower than a comparison pitch. We also used self-report measures to address language and musical background. We report that
singing ability, but not self-reported musical experience nor pitch discrimination ability, was a unique predictor of vocal emotion
recognition accuracy. These results support a relationship between processes involved in vocal production and vocal perception,
and suggest that sensorimotor processing of the vocal system is recruited for processing vocal prosody.
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Introduction

Human language relies on emotional cues that are defined by a
number of non-verbal acoustic features, including pitch, tim-
bre, tempo, loudness, and duration (Coutinho & Dibben,
2013). Prosodic features such as fluctuations in vocal pitch
and loudness have been linked to physiological responses as-
sociated with the emotion that is being expressed in both
speech and music (Juslin & Laukka, 2003; Scherer, 2009).
According to arousal-based and multi-component theories of
emotion, these physiological changes underlie emotion ap-
praisal (James, 1884; Scherer, 2009), and, therefore, physio-
logical arousal may reflect one possible pathway by which
vocal cues can convey information to a listener about a
speaker’s internal state. Furthermore, during in-person inter-
actions, vocal cues are closely coupled with changes in facial
behavior (Yehia et al., 1998), reflecting the dynamic and mul-
timodal nature of emotion cues during conversation.
Relatedly, automatic mimicry of facial gestures occurs when
processing emotional speech and singing (Livingstone et al.,

2009; Stel & van Knippenberg, 2008) and has been linked to
emotion recognition (Stel & van Knippenberg, 2008).

Recognition of vocal prosody has also been shown to relate
to music background (for a review, see Nussbaum &
Schweinberger, 2021). For instance, Dmitrieva et al. (2006)
found that musically gifted children showed enhanced vocal
emotion recognition compared to age-matched non-musi-
cians. This effect varied by age group, with the largest differ-
ence reserved for the youngest group (7–10 years old), which
may suggest that early music experience facilitates socio-
cognitive development (Gerry et al., 2012). Fuller et al.
(2014) reported that effects of musical experience persist in
adulthood, with adult musicians exhibiting better vocal emo-
tion recognition than adult non-musicians, and this effect held
even under degraded listening conditions. In line with Fuller
et al. (2014), Lima and Castro (2011) found that musicians are
better at recognizing emotions in speech than non-musicians,
even when controlling for other variables like general cogni-
tive abilities and personality traits. To address the
directionality of the musician effect, Thompson et al. (2004)
and Good et al. (2017) used early music interventions with
children. Thompson and colleagues (2004) found that children
with musical training in piano, but not voice, recognized vocal
emotion more accurately than children without musical train-
ing. Similarly, Good et al. (2017) found that children with
cochlear implants showed enhanced vocal emotion
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recognition after musical training in piano compared to a con-
trol group that received training in painting.

However, a role of musical experience in vocal prosody
processing has not been consistently demonstrated in previous
research. For instance, in contrast to Thompson et al. (2004)
study, Trimmer and Cuddy (2008), who used the same battery
as Thompson et al. (2004), reported that musical training did
not account for individual differences in vocal emotion recog-
nition. In that same study, emotional intelligence, on the other
hand, was a reliable predictor of vocal emotion recognition,
but did not reliably relate to years of musical training
(Schellenberg, 2011; cf. Petrides et al., 2006). In addition,
Dibben et al. (2018) found an effect of musical training on
emotion recognition in music, but not speech.

If musical experience has a role in processing vocal
prosody, then one could expect individuals with poor mu-
sical abilities to exhibit impairments in recognizing vocal
emotion. This claim was addressed by Thompson et al.
(2012) and Zhang et al. (2018), who found that individ-
uals with congenital amusia, a deficit in music processing,
exhibited lower sensitivity to vocal emotion relative to
individuals without amusia. In order to build on work
demonstrating that vocal emotion recognition varies by
musical ability, the current study was designed to address
the role of musical ability in processing vocal emotion
using a musical task (i.e., singing) that recruits a shared
effector system with speech production.

In order to sing a specific pitch with one’s voice, a
singer must be able to accurately associate a perceptual
representation of the target pitch with the exact motor
plan of the vocal system that would produce that pitch.
As such, singing is a vocal behavior that reflects sensori-
motor processing. Previous work on individual differ-
ences in singing ability has found that although inaccurate
singing can exist without impaired pitch perception
(Pfordresher & Brown, 2007), pitch perception has been
shown to correlate with pitch imitation ability (Greenspon
& Pfordresher, 2019), with stronger associations observed
across singing performance and performance on percep-
tual measures that assess higher-order musical representa-
tions (Pfordresher & Nolan, 2019). Although inaccurate
singers can show impairment in matching pitch with their
voice, but not when matching pitch using a tuning instru-
ment (Demorest, 2001; Demorest & Clements, 2007;
Hutchins & Peretz, 2012; Hutchins et al., 2014), these
individuals exhibit similar vocal ranges to accurate
singers, non-random imitation performance, and have in-
telligible speech production, suggesting that these singers
express at least some degree of vocal-motor precision
(Pfordresher & Brown, 2007). While neither a purely per-
ceptual nor motoric account may be able to fully explain
individual differences in singing ability, behavioral stud-
ies measuring auditory imagery, a mental process that

recruits both perceptual and motor planning areas of the
brain (Herholz et al., 2012; Lima et al., 2016), have sup-
ported a sensorimotor account of inaccurate singing
(Greenspon et al., 2017; Greenspon et al., 2020;
Greenspon & Pfordresher, 2019; Pfordresher & Halpern,
2013).

It is important to note that the ability to accurately vary
vocal pitch is not only a critical feature in singing but also
an important dimension for communicating spoken prosody,
another vocal behavior relying on sensorimotor processing
(Aziz-Zadeh et al., 2010; Banissy et al., 2010; Pichon &
Kell, 2013). Previous neuroimaging work has established
that vocal prosody production recruits overlapping sensori-
motor speech pathways used for vocal prosody perception
(Aziz-Zadeh et al., 2010). Furthermore, disrupting these sen-
sorimotor pathways through transcranial magnetic stimula-
tion disrupts one’s ability to discriminate non-verbal vocal
emotions (Banissy et al., 2010). Complementing this find-
ing, Correia et al. (2019) reported that emotion recognition
is associated with individual differences in children’s senso-
rimotor processing. Together, these neuroimaging results
suggest a link between vocal prosody perception and the
vocal system.

Given that both singing and spoken prosody have been
linked to individual differences in sensorimotor processing
(Aziz-Zadeh et al., 2010; Pfordresher & Brown, 2007;
Pfordresher & Mantell, 2014), it is possible that a similar
mechanism that accounts for individual differences in vocal
imitation of pitch in the context of singing may also account
for individual differences in vocal emotion, as suggested by
the Multi-Modal Imagery Association (MMIA) model
(Pfordresher et al., 2015), a general model of sensorimotor
processing based on multi-modal imagery. Such a claim is
supported by neuroimaging research that consistently demon-
strates that motor planning regions are recruited during audi-
tory imagery for both speech and music (for a review, see
Lima et al., 2016). A shared sensorimotor network for singing
and vocal emotion also aligns with predictions made by the
OPERA hypothesis in which overlapping brain networks for
music and speech are proposed to account for the facilitatory
effects of music processing on speech processing (Patel, 2011,
2014). Furthermore, behavioral studies support evidence for at
least partially shared processes involved in vocal production
of speech and song (Christiner & Reiterer, 2013, 2015;
Christiner et al., 2022), and have shown that inaccurate imita-
tors of pitch in speech tend to also show impairments in imi-
tating pitch in song (Mantell & Pfordresher, 2013;Wang et al.,
2021).

In addition to studies on vocal production, behavioral re-
sults have supported the role of vocal pitch perception in
speech processing. In a study conducted by Schelinski and
von Kriegstein (2019), individuals who were better at discrim-
inating vocal pitch tended to also be better at recognizing
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vocal emotion. One disorder that has been linked to deficits in
vocal emotion recognition is autism spectrum disorder (ASD;
Globerson et al., 2015; Schelinski & von Kriegstein, 2019).
Individuals with ASD have been found to exhibit impairments
in both vocal pitch perception (Schelinski & von Kriegstein,
2019) and imitation of pitch in speech and song (Jiang et al.,
2015; Wang et al., 2021), though ASD can exist with unim-
paired non-vocal pitch perception (Schelinski & von
Kriegstein, 2019). Together, this pattern of findings suggests
that emotion recognition may recruit processes involved in the
vocal system and that for those who exhibit impaired emotion
recognition, these impairments may extend to behaviors in-
volving vocal production and vocal perception.

We addressed the role of sensorimotor processing in vocal
prosody perception for the following reasons. First, physio-
logical changes that occur during felt emotion have been
shown to influence vocal expression in both speech and song
(Juslin & Laukka, 2003; Scherer, 2009), suggesting that vocal
cues can provide information about another’s internal state.
Second, previous work has found that vocal pitch perception
is associated with emotion recognition ability (Schelinski &
von Kriegstein, 2019) and that impairments in emotion recog-
nition, vocal production, and vocal perception co-occur (Jiang
et al., 2015; Schelinski & von Kriegstein, 2019; Wang et al.,
2021), suggesting a possible relationship between emotion
processing and the vocal system. Third, neuroimaging work
has provided evidence that perceiving vocal prosody recruits
overlapping sensorimotor networks involved in vocal produc-
tion (Aziz-Zadeh et al., 2010; Skipper et al., 2017), and that
individual differences in these sensorimotor pathways are re-
lated to emotion recognition (Correia et al., 2019). For these
reasons, we hypothesized that singing ability would relate to
vocal emotion recognition accuracy. Spoken pseudo-
sentences were used in the vocal emotion recognition task in
order to focus on prosodic features while controlling for se-
mantic information (Pell & Kotz, 2011). We assessed singing
ability using a singing protocol that has been found to produce
comparable assessments of singing accuracy for in-person and
online settings (Honda & Pfordresher, 2022). Pitch discrimi-
nation ability was measured in order to address whether vocal
emotion recognition ability can be accounted for by lower-
level pitch processing, and self-reported musical experience
was also assessed.

Method

Participants

Seventy-nine undergraduate students at Monmouth
University participated in the study for course credit. Four
participants were removed from this sample due to problems
related to administering the experiment and four additional

participants were removed due to poor performance levels in
at least one task that suggested that participants either did not
follow instructions in the task or exhibited a deficit in pitch
processing.1 This resulted in a sample of 71 participants (57
female participants, 14 male participants) who were between
18 and 53 years of age (M = 20.10, SD = 4.48). Music expe-
rience ranged from 0 to 18 years (M = 3.30, SD = 4.86) and 13
participants reported the voice as their primary instrument.
Eight participants reported a language other than English as
their first language, and all participants reported learning
English by the age of eight years.2

Materials

Singing task

Singing accuracywas measured by participants’ performances
on the pattern pitch imitation task from the Seattle Singing
Accuracy Protocol (SSAP; Demorest et al., 2015) in which
participants heard and then imitated four-note novel melodies.
Melodies comprised pitches that reflected common comfort-
able female and male vocal ranges based on unpublished data
from the SSAP database. For female participants, melodies
were centered around a single pitch (A3) that is typically com-
fortable for female singers. Melodies were presented one oc-
tave lower for male participants, with melodies centered
around A2, a pitch that is typically comfortable for male
singers.

Pitch discrimination task

Participants also completed a modified non-adaptive version
of the pitch discrimination task from the SSAP (Demorest
et al., 2015), in which participants heard two pitches and de-
termined whether the second pitch was higher or lower than
the initial 500-Hz pitch. There were ten comparison pitches:
300 Hz, 350 Hz, 400 Hz, 450 Hz, 475 Hz, 525 Hz, 550 Hz,
600 Hz, 650 Hz, and 700 Hz. Each comparison pitch was
presented five times for a total of 50 trials, and trials were
presented in a random order.

1 Three participants were dropped from this sample due to poor recording
quality, one participant was dropped due to experimenter error, one participant
was dropped for singing in the wrong octave, two participants were dropped
due to extreme contour errors in the singing task (> 3 SD from mean), and
based on a priori exclusion criteria one participant was dropped for exhibiting
chance-level performance (chance = .5 proportion correct) in the pitch discrim-
ination task.
2 Four participants reported Spanish as their first language, one participant
reported both English and Spanish as their first language, and three participants
reported Chinese, Gujarati, or Urdu as their first language.
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Vocal emotion recognition task

Vocal emotion recognition was measured with a selection of
12 English-like pseudo-sentence stimuli (e.g., “The rivix
jolled the silling”) from Pell and Kotz (2011). Stimuli were
pre-recorded by four speakers (two male and two female
speakers). Each speaker conveyed six different emotions (neu-
trality, happiness, sadness, anger, fear, disgust) for three
pseudo-sentences for a total set of 72 stimuli (4 speakers × 3
sentences × 6 emotions). As such, there were 12 trials per
emotion type. Participants were asked to listen to each sen-
tence and identify the target emotion in a six-option forced-
choice task. Stimuli were presented in one of two pseudo-
randomized orders, ordered so that no speaker, sentence, or
emotion appeared consecutively, and no stimulus was present-
ed in the same position in both orders.

Procedure

Participants completed the experiment in a private Zoom ses-
sion with the experimenter. Once in the session, participants
received a link to the study, which was administered through
the online platform FindingFive (FindingFive Team, 2019) in
Google Chrome on the participants’ own computers. Audio
was presented and recorded by participants’ own headphones/
speakers and microphone, and participant recordings were
saved to the FindingFive server as a compressed (ogg) file.
Participants remained in the Zoom session with their audio
connected but their video disabled while completing the ex-
periment through FindingFive. Participants were instructed to
sit upright in a chair in order to promote good singing posture
before completing a vocal warm-up task. For the vocal warm-
up task, participants were instructed to sing a pitch that they
found comfortable singing followed by the highest pitch and
then the lowest pitch that they could sing. Participants then
completed the singing task, which involved imitating a novel
pitch sequence of four notes for six trials. These trials were
preceded by a practice trial. Following the singing task, par-
ticipants completed a pitch discrimination task, which asked
participants to determine whether a second pitch was higher or
lower than the first. Participants then completed the vocal
emotion recognition task. On each trial of this task, partici-
pants listened to a spoken sentence and identified which one
out of six emotions was being conveyed through the
sentence’s prosody. Participants were then directed to fill out
a musical experience and demographics questionnaire. The
experiment took approximately 30 minutes to complete.

Data analysis

In order to analyze performance in the singing task, the com-
pressed (ogg) files were first converted to wav files using the
file converter FFmpeg (FFmpeg, 2021). Singing accuracy was

then analyzed by extracting the median f0 for each sung note
using Praat (Boersma & Weenink, 2013). For each note, the
difference between the sung f0 and target f0 was calculated. A
correct imitation was defined as a sung pitch within the range
of 50 cents above or below the target pitch. An incorrect
imitation was defined as any sung pitch outside of the target
range. Correct imitations of a sung pitch were coded as 1 and
incorrect imitations were coded as 0. Singing accuracy was
averaged within a trial and across the six trials of the singing
task.3

Music experience was defined based on self-reported number
of years of music experience on the participants’ primary instru-
ment. For the pitch discrimination task, responses that correctly
identified that the comparison pitch was higher or lower than the
target pitch were coded as 1, while all other responses were
coded as 0. Due to high performance in this task, we removed
trials with large pitch changes (i.e., greater than a 200-cent dif-
ference between the target and comparison pitch) to avoid a
ceiling effect and analyzed the remaining 20 trials.

In the vocal emotion recognition task, raw hit rates were cal-
culated by coding a response that correctly identified the intended
emotion as 1, while all other responses were coded as 0. We also
evaluated accuracy by calculating unbiased hit rates (Wagner,
1993), which aligns with procedures for defining unbiased emo-
tion recognition accuracy in Pell and Kotz (2011). For the unbi-
ased hit rates (Hu), a value of 0 indicated that the emotion label
was never accurately matched with the intended emotion, and a
value of 1 indicated that the emotion label was always accurately
matched with the intended emotion.We did not have hypotheses
regarding emotion-specific associations across measures, for this
reason, accuracy was then averaged across emotion types in
order to provide an overall measure of vocal emotion recogni-
tion. This was done for both raw and unbiased hit rates. Bivariate
correlations and hierarchical linear regression were conducted to
evaluate individual differences in vocal emotion recognition ac-
curacy. All proportion data were arcsine square-root transformed
for the regression analyses.

Results

The current study addressed whether individual differences in
singing accuracy, pitch discrimination ability, or self-reported
musical experience could best account for variability in emo-
tion recognition of spoken pseudosentences. Bivariate corre-
lations across all measures and descriptive statistics for each
measure are presented in Table 1. Singing accuracy and pitch
discrimination accuracy were calculated as the proportion of

3 A measure of relative pitch accuracy was calculated for the singing task in
addition to our measure of absolute pitch accuracy. Relative pitch accuracy
was strongly correlated with absolute pitch accuracy (r = .83, p < .05) and
replicated the relationship between singing accuracy and emotion recognition
(r = .20, p < .05).
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correct responses in each task, vocal emotion recognition ac-
curacy was measured as raw and unbiased hit rates, and music
experience was a self-reported measure of the number of years
participants played their primary instrument. Bivariate corre-
lations between predictors and recognition accuracy for dif-
ferent emotion types are presented in the Appendix.

Given the similar pattern observed for both raw and unbi-
ased hit rates shown in Table 1, the remaining analyses focus
on unbiased hit rates to measure vocal emotion recognition
accuracy while controlling for response bias. As shown in Fig.
1, there was a significant correlation between singing accuracy
and unbiased hit rates for vocal emotion recognition such that
individuals who were more accurate at imitating pitch tended
to be better at recognizing vocal emotion than less accurate
singers. In contrast, pitch discrimination (p = .06) and self-
reported musical experience (p = .43) were not correlated with
vocal emotion recognition. In addition to an association with
vocal emotion recognition, unsurprisingly, singing accuracy
was also positively correlated with self-reported musical ex-
perience (p <.01).

We next conducted a three-step hierarchical linear regres-
sion with singing accuracy, pitch discrimination accuracy, and

self-reported musical experience as predictor variables and
unbiased hit rates for vocal emotion recognition as the depen-
dent variable. Predictors were ordered such that theoretically
relevant predictors or predictors that have been previously
shown to relate to vocal emotion recognition (Correia et al.,
2022; Globerson et al., 2013) were entered before the hypoth-
esized predictor of primary interest (i.e., singing accuracy). As
shown in Table 2, only singing accuracy predicted emotion
recognition performance above and beyond the other predic-
tors. Alternative orderings of the predictor variables in the
model produced the same pattern of results.

Discussion

The current study was designed to address how individual
differences in sensorimotor processes pertaining to the vocal
system, as measured by singing accuracy, may account for a
facilitatory effect of music experience on speech processing.
Correlational analyses revealed that singing accuracy was re-
lated to vocal emotion recognition and music experience, but
neither music experience nor pitch discrimination ability were
related to general vocal emotion recognition. Of particular
importance to the current study, we observed that singing
accuracy was a unique predictor of general vocal emotion
recognition ability when controlling for pitch discrimination
ability and self-reported musical experience.

We interpret the association between singing accuracy and
vocal emotion recognition as evidence for the role of sensori-
motor processing in vocal prosody perception. This explana-
tion is motivated by evidence from previous research that
inaccurate singing is linked to a sensorimotor deficit
(Greenspon et al., 2017; Greenspon et al., 2020; Greenspon
& Pfordresher, 2019; Pfordresher & Brown, 2007;
Pfordresher & Halpern, 2013; Pfordresher & Mantell, 2014)
and that vocal prosody recognition is related to individual
differences in sensorimotor processing (Correia et al., 2019).
Furthermore, based on our evidence that singing ability, but
not self-reported musical experience, is a unique predictor of
general vocal emotion recognition, this finding suggests that

Table 1 Bivariate correlations and descriptive statistics

Measure 1 2 3 4 5

1. Emotion Raw Hit Rates - .99** .25* .17 .02

2. Emotion Unbiased Hit Rates - .26* .19 .02

3. Singing Accuracy - .12 .31**

4. Pitch Discrimination - .05

5. Music Experience -

M .75 .58 .57 .87 3.30

SD .08 .11 .30 .10 4.86

Note. * p < .05, ** p < .01 using a one-tailed test of significance

Fig. 1 Bivariate correlation between singing accuracy and vocal emotion
recognition

Table 2 Three-step hierarchical regression model predicting emotion
recognition accuracy

Step/Predictor Step 1 β Step 2 β Step 3 β

Music Experience .04 .03 -.08

Pitch Discrimination .18 .15

Singing Accuracy .31*

Adjusted R2 -.01 .006 .08*

F for Δ R2 2.55 6.56*

Note. * p < .05, reporting standardized regression estimates
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sensorimotor processes involved in spoken prosody may re-
flect an effector-specific and dimension-specific network of
the vocal system recruited for processing pitch in both speech
and song. Importantly, a sensorimotor network for processing
vocal pitch aligns with the domain general framework of the
MMIA model, which is a model accounting for individual
differences in sensorimotor processes originally established
to account for variability in vocal pitch imitation
(Pfordresher et al., 2015). In support of a domain-general ef-
fect of sensorimotor processing, previous research has shown
that individuals who tend to be poor at imitating pitch in song
also tend to be poor at imitating pitch in speech (Liu et al.,
2013; Mantell & Pfordresher, 2013; cf. Yang et al., 2014).
Furthermore, the sensorimotor account of the relationship be-
tween singing accuracy and vocal emotion recognition in the
current study is also compatible with the framework proposed
by the OPERA hypothesis (Patel, 2011, 2014), in which mu-
sical processing is expected to facilitate speech processing for
tasks that recruit shared networks involved in both music and
speech.

In line with the current results, other studies that have relied
on self-report measures of music experience have shown that
although emotional intelligence, personality, and age relate to
vocal emotion perception, musical training does not (Dibben
et al., 2018; Trimmer & Cuddy, 2008). However, studies fo-
cused on group comparisons between musicians and non-
musicians (Dmitrieva et al., 2006; Fuller et al., 2014; Lima
& Castro, 2011; Thompson et al., 2004) and musical training
interventions (Good et al., 2017; Thompson et al., 2004) have
reported enhanced vocal emotion processing for musically
trained individuals. Relatedly, comparisons between individ-
uals with and without a musical impairment (i.e., congenital
amusia) reveal that individuals with amusia tend to also ex-
hibit poor vocal emotion perception (Thompson et al., 2012)
and that these impairments extend to individuals with tonal
language experience (Zhang et al., 2018). Given that amusia
has been linked to a deficit specific to pitch processing (Ayotte
et al., 2002), one possible explanation for these findings is that
individual differences in pitch processing may account for
variability in vocal emotion recognition. However, in the cur-
rent study, pitch discrimination was not a unique predictor of
overall vocal emotion recognition. This finding aligns with
previous research, which has shown that vocal pitch percep-
tion is related to vocal emotion recognition ability; however,
pitch perception for non-vocal pitch is not (Schelinski & von
Kriegstein, 2019). Complementing these findings, previous
research has shown that ASD, which has been linked to diffi-
culty in emotion recognition (Globerson et al., 2015;
Schelinski & von Kriegstein, 2019), has also been linked to
impairments in vocal perception and vocal production (Jiang

et al., 2015; Schelinski & von Kriegstein, 2019; Wang et al.,
2021). Furthermore, neuroimaging research has shown that
overlapping neural resources are recruited for both vocal pro-
duction and perception (Aziz-Zadeh et al., 2010; Skipper
et al., 2017), including activity in the inferior frontal gyrus
(Aziz-Zadeh et al. , 2010; Pichon & Kell, 2013).
Interestingly, Aziz-Zadeh et al. (2010) reported that activity
in this region during prosody perception correlated with self-
reported affective empathy scores (see also Banissy et al.,
2012), suggesting a possible link between vocal emotion pro-
cessing and affective empathy.

In addition to a sensorimotor account of the relationship
between singing accuracy and vocal emotion recognition,
we also consider whether this relationship can be conceptual-
ized as reflecting individual differences in how auditory infor-
mation is being prioritized by the listener. In support of this
alternative account, Atkinson et al. (2021) have found that
listeners can prioritize auditory information when that infor-
mation is deemed valuable. Furthermore, Sander et al. (2005),
who used a dichotic listening task in which participants were
instructed to identify a speaker’s gender, report that different
brain networks are recruited when participants are attending or
not attending to angry prosody. Therefore, it may be the case
that individuals who are better singers may be better than less
accurate singers at prioritizing prosodic cues such as pitch,
given that pitch is an important acoustic feature for both spo-
ken prosody and musical performance. This claim aligns with
findings from Greenspon and Pfordresher (2019), who found
that pitch short-term memory, pitch discrimination, and pitch
imagery were unique predictors of singing accuracy, but ver-
bal measures were not. In the current study, participants in the
final sample exhibited high levels of pitch discrimination ac-
curacy, suggesting that these individuals did not have difficul-
ty prioritizing pitch information. Furthermore, singing accura-
cy was a unique predictor of average emotion recognition
scores when controlling for individual differences in pitch
discrimination ability. However, a limitation of the current
study is that pitch perception was measured using a non-
adaptive pitch discrimination task with sine wave tones, and
therefore cannot address the degree to which individual dif-
ferences in vocal pitch perception or higher order musical
processes involved in melody perception may contribute to
the current findings, which are questions that should be ad-
dressed in future work.

When considering the results of the current study with re-
spect to task modality, our findings suggest that when
assessing musical processes using production and
perception-based tasks, the production-based task is a stronger
predictor of vocal emotion recognition than the perception-
based task. This finding builds on the work by Correia et al.
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(2022), who found that perceptual musical abilities (see also
Globerson et al., 2013) and verbal short-term memory were
both unique predictors of vocal emotion recognition, but mu-
sical training was not. However, one limitation of the current
study is that only prosody perception, not production, was
measured. Therefore, future research is needed to clarify
whether individual differences in prosody production relate
to singing ability, as found for vocal prosody perception in
the current study.

Although the current study focused on general vocal emo-
tion recognition, previous work on vocal expression of emo-
tion suggests that different emotions can be signaled through
specific acoustic features, such as variations in pitch contour
(Banse & Scherer, 1996; Frick, 1985), and that these cues
communicate emotions in both speech and music (Coutinho
& Dibben, 2013; Juslin & Laukka, 2003). In addition to being
characterized by different acoustic profiles, basic emotions
such as anger, disgust, fear, happiness, and sadness have been
found to also reflect differences in accuracy and processing
time (Pell & Kotz, 2011). For these reasons, we also explored
whether singing accuracy, pitch discrimination, and music
experience predicted vocal emotion recognition for specific
emotions, as discussed in the Appendix. Although all correla-
tions between singing accuracy and vocal emotion recognition
showed a positive association, only correlations involving rec-
ognition accuracy for sentences portraying fear and sadness
reached significance. Correlations between pitch discrimina-
tion accuracy and vocal emotion recognition were more vari-
able, with correlations for anger and disgust showing nega-
tive, albeit non-significant, relationships. However, pitch dis-
crimination accuracy did positively correlate with vocal emo-
tion recognition for sentences portraying fear, happiness, and
neutral emotion. In contrast, we did not find any significant
correlations between self-reported musical training and vocal
emotion recognition. The emotion-specific pattern reported
for these correlations aligns with neuroimaging work that
has found emotion-specific neural signatures that are related
across different modalities (Aubé et al., 2015; Saarimäki et al.,
2016). Furthermore, neuroimaging research has also found
that neural responses for specific emotions differ based on
musical training with musicians showing different levels of
neural activation than non-musicians when listening to spoken
sentences portraying sadness (Park et al., 2015). In addition,
vocal expression of basic emotions has also been shown to be
influenced by physiological changes associated with emotion-
al reactions (Juslin & Laukka, 2003; Scherer, 2009). As such,
one pathway by which vocal prosody in speech and song may
communicate emotional states of a vocalist is through the
association between vocal cues and physiological responses.
Such a claim aligns with physiological-based and multi-

component models of emotion processing (James, 1884;
Scherer, 2009).

In sum, results of the current study address the degree to
which musical ability is associated with processing vocal
prosody using a musical production-based singing task that
recruits the same effector system as speech. Regression anal-
yses revealed that singing accuracy was the only unique pre-
dictor of average spoken prosody recognition, when control-
ling for pitch discrimination accuracy and self-reported musi-
cal experience. Together, our results support sensorimotor
processing of the vocal system as a possible mechanism for
the facilitatory effects of musical ability on speech processing.

Appendix

We evaluated whether vocal emotion accuracy for different
emotion types in the current study replicated the effect of
emotion type reported in Pell and Kotz (2011). A one-way
repeated-measures ANOVA on unbiased hit rates in the vocal
emotion recognition task revealed a main effect of emotion
type, F(5, 350) = 77.16, p < .05. Descriptive statistics for each
emotion (Anger, Disgust, Fear, Happy, Sad, and Neutral) are
shown in Appendix Table 3. We conducted pairwise contrasts
using a Holm-Bonferroni correction to evaluate differences
between emotion types. It is important to note that Pell and
Kotz (2011) used a gating procedure whereas the current
study used only the full presentation of each sentence (i.e.,
gate 7), therefore our discussion focuses on the results Pell
and Kotz (2011) reported for later gates of the stimuli. We
replicated the pattern that fear was recognized with the highest
accuracy compared to all other emotions (all p < .001) and
disgust was recognized with the lowest accuracy compared to
all other emotion types (all p < .001). In addition, we replicat-
ed the finding that accuracy for sentences intended to convey
happy emotion were not statistically different from accuracy
for sentences intended to convey sad (p = .17) nor neutral
emotion (p = .17).

We next addressed whether singing accuracy, pitch dis-
crimination, and music experience were reliably associated
with recognition accuracy for each emotion type. As shown
in Appendix Table 3, singing accuracy was positively related
to emotion recognition for sentences intended to convey fear
and sadness. Correlations between singing accuracy and other
emotion types were also positive, but did not reach statistical
significance. As found for singing accuracy, pitch discrimina-
tion accuracy was positively related to vocal emotion recog-
nition for sentences intended to convey fear. In addition, pitch
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discrimination was positively related to emotion recognition
scores for sentences intended to convey happiness and neutral
emotion. Unlike the associations found with singing accuracy,
associations between pitch discrimination and emotion recog-
nition for different emotion types were not consistently in a
positive direction. Finally, correlations between self-reported
musical experience and emotion recognition also did not show
consistently positive associations and did not reach statistical
significance for any emotion type.
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