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Abstract
An information theoretic framework is proposed to have the potential to dissolve (rather than attempt to solve) multiple long-
standing problems concerning speech perception. By this view, speech perception can be reframed as a series of processes
through which sensitivity to information—that which changes and/or is unpredictable—becomes increasingly sophisticated
and shaped by experience. Problems concerning appropriate objects of perception (gestures vs. sounds), rate normalization,
variance consequent to articulation, and talker normalization are reframed, or even dissolved, within this information-theoretic
framework. Application of discriminative models founded on information theory provides a productive approach to answer
questions concerning perception of speech, and perception most broadly.
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Randy L. Diehl is a true scholar. Most contributions to this
volume address Randy Diehl the scientist and theorist. In this
role, his highest aspiration is parsimony, and few things are
more enjoyable than serious scientific argument. To be a stu-
dent of Diehl included mentorship by scientist and theorist,
and also historian and philosopher. Randy is as likely to make
an analogy to Ptolemy or a pre-Socratic Greek as to precisely
cite findings from a disparate field. It is only natural for him to
have been such a successful scholar-leader as Dean of the
College of Liberal Arts.

Among philosophers, the highest aspiration is to bring a
perspective that doesmore than solve a problem. Ideally, one’s
philosophical project serves to resolve or dissolve a debate.

British empiricist David Hume, the most important philoso-
pher ever to write in English (Brown &Morris, 1988), is most
frequently depicted in this way.

Within an empiricist tradition, we aspire to begin to provide
parsimonious explanations for problems concerning speech
perception by adopting a perspective that ideally serves to
dissolve some long-standing problems.

Here, we invite the reader to consider an alternative per-
spective that, while well established in other domains, enjoys
less application to speech perception. We advocate that by
applying an information-theoretic framework to perception
of speech, apparent problems such as rate normalization, talk-
er normalization, and variability (aka lack of invariance) are
satisfactorily dissolved. Further, insights into development as
a native listener and talker are provided.

Objects versus objectives in speech
perception

If one’s problem is finding the right fencing to corral a uni-
corn, then there is really no problem at all. Instead, the prob-
lem is dissolved upon discovery that unicorns do not exist.

We begin with the historically contentious division
concerning the proper objects of speech perception. Early
consensus was that objects of speech perception are articula-
tory gestures. The most nativist of these perspectives, motor
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theory, maintained that perception of speech is special because
perceivers had access to operations required to produce speech
(Liberman, Cooper, & Studdert-Kennedy, 1967; Liberman &
Mattingly 1985). Among other difficulties, this approach was
challenged by demonstrations that nonhuman animals, that
cannot produce speech, could learn to respond to speech dis-
tinctions much as humans do (e.g., Kluender, Diehl, &
Killeen, 1987; Kluender, Lotto, Holt, & Bloedel, 1998; Kuhl
& Miller, 1975).

In a related but thoroughly generalist approach, direct real-
ism maintained that proper objects for perception are distal
objects and events—articulatory acts for the case of speech
(Fowler, 1986). By this view, perception of speech was not
special at all. Direct realism is attractive because it is internally
consistent theoretically and applies across senses and do-
mains. Despite holding a different perspective (below),
Diehl (1986) admired these strengths and encouraged his stu-
dents to aspire to them in their own work. Facts of physical
acoustics, however, presented the greatest problem for direct
realism, because energy impinging upon transducers is insuf-
ficient to recover even an approximation to a distal acoustic
source (Gordon, Webb, & Wolpert, 1992; Kluender &
Alexander, 2008), a problem that is not unique to audition
(Berkeley, 1709/1975).

Contra gestural accounts was evidence that some perceptu-
al effects, initially hypothesized to be consequences of lis-
teners’ access to articulatory maneuvers, were adequately ex-
plained by general characteristics of auditory processing (e.g.,
Diehl, Kluender, & Walsh, 1990; Kluender, Diehl, & Wright,
1988; Parker, Kluender, & Diehl, 1986). These and other find-
ings encouraged a perspective that acoustic patterns or pat-
terns of sensory stimulation serve as proper objects of speech
perception (e.g., Diehl & Kluender, 1989). This “auditorist”
approach has largely supplanted earlier gesturalist accounts.

Auditorist accounts have their own limitations. It is true
that fundamental operating characteristics of auditory systems
do an admirable job of capturing some basic phenomena of
speech perception. At their best, auditory considerations pre-
dict why languages adopt the particular sets of speech sounds
that they do (e.g., Kingston & Diehl, 1994; Liljencrantz &
Lindblom, 1972; Lindblom, 1986). They do not, however,
capture the richly detailed correspondence between facts of
articulation and perceptual consequences. There is a great
deal more to speech perception than meets the generic ear,
because speech perception is notoriously dependent on
experience within a native language environment.

Those who shared any of the above perspectives appreci-
ated the importance of learning from the start. For auditorists,
effects of experience are subsumed within general principles
of learning. There may be much to admire in this thoroughly
generalist approach, given the parsimony of not requiring any
processes specific to speech, and Kluender (1994) presented a
somewhat comprehensive strategy much like this. However,

this double-pronged attack of ears and experience may be
criticized to the extent that unbridled deployment of learning
serves as a general purpose “mop-up” operation after all that
could be wrung out of the auditory system had been wrung
out. In this regard, the auditorist approachmay be unfalsifiable
absent well-defined constraints on what counts as learning.

Here, we ask the reader to consider the possibility that there
are no objects of perception, neither for speech nor for per-
ception in general. Like unicorns, they do not exist at all.
Instead, there are objectives for perception. Within this trans-
parently functional perspective, perceptual objectives are to
maintain adequate agreement between organisms and their
worlds to facilitate adaptive behavior. Perceptual success does
not require recovery or representations of the world per se.
Perceivers’ subjective impressions may be of objects and
events in the world, and the study of perceptual processes
benefits from inspection of real-world objects and events, pat-
terns of light, sound pressure waves, transduction properties,
and neural responses. By and large, however, viewing percep-
tion with a focus on either distal (environmental) or proximal
(sensory) properties falls short of capturing the essential func-
tional characteristic of perception—the relationship between
an organism’s world and its behavior.

This may strike the reader as a feel-good ecological depic-
tion of organisms’ ongoings within their respective milieus.
Less pejorative, it harkens to the approach developed by
Gibson (1950, 1966) and hews most closely to his character-
ization of affordances (Gibson, 1979). Here, we take advan-
tage of a rigorous framework that, for 7 decades, has existed to
characterize transmission of information between parties
much in the same way that perception facilitates the relation-
ship between organisms and their worlds.

Shannon information theory

Working for Bell Laboratories, Claude Shannon (1948) pub-
lished A Mathematical Theory of Communication, which he
developed for practical application to telephone bandwidth.1

For present purposes, no math is required, as basic principles
of information theory are straightforward and reasonably in-
tuitive. A fundamental premise of Shannon’s information the-
ory is that information exists only in the relationship between
transmitters and receivers. Information does not exist in either
per se, and information does not portray any essential charac-
teristics about either transmitters or receivers. In the same
fashion, perceptual information exists in the relationship

1 Shannon’s work was developed in part based upon work by fellow Bell Labs
researchers Harry Nyquist and Ralph Hartley. When Shannon’s 1948 articles
were published in a 1949 book, the title was changed modestly to The
Mathematical Theory of Communication in recognition of the broad general-
izability of the approach.
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between organisms and their environments—not in either
proximal or distal properties.

Shannon’s definition of information is pivotal. Potential
information is defined as a lack of predictability, formalized
as entropy. With respect to a message, the probability of an
item relates to what he called information content, with entro-
py being the average information content of the source. In this
way, entropy is a metric of how uncertain things are with
respect to a given transmitter and period of time. Let us sup-
pose that the transmitter is the weather channel. If it is always
sunny, then the entropy will be zero—no new information is
transmitted after the first report. However, if there is constant
mix of equally probable sunny, cloudy, rainy, and snowy days,
entropy would be maximal because no a particular weather
event is more probable than the others.

Of course, in actuality there are weather events (e.g.,
sunny) that predominate depending on the region or the
season (e.g., summer in Arizona). In regions and seasons
that are mostly sunny, knowing that it is going to snow has
dramatically greater functional importance than knowing
that it will remain sunny, because there are far greater con-
sequences for subsequent actions. In a similar way, signal
patterns that are less predictable from the same environ-
ment are more meaningful to the sensory system, as they
encourage greater behavioral adjustments. Because
Shannon’s entropy provides a baseline of how predictable
things are on average in a given environment, it can be used
to estimate the relative impact of specific signal properties
for sensory functioning.

Absent quantification, this relationship between entropy
and information corresponds to the simple fact that there is
no information in something one already knows or can pre-
dict. The less one knows or can predict (greater entropy), the
greater the potential information. Simple examples of uncer-
tainty are flipping a coin, rolling a die, and picking from a
deck of playing cards. A coin yields two possible outcomes, a
die yields six, and a deck of cards (sans jokers) yields 52. If
measuring information in bits, as Shannon did, a coin, a die,
and a deck of cards can convey 1.0, 2.6, and 5.7 bits of infor-
mation, respectively. However, if flipping a trick coin or
rolling a loaded die, then zero bits of information can be trans-
mitted because the outcomes are certain and predictable.

Here, no particular characters or values, as would be re-
quired in a formal message, are implied. It will be sufficient
for the reader to think about information as a simple lack of
predictability. Finally, information is transmitted when uncer-
tainty is reduced and agreement is achieved between receivers
and transmitters, or in the case of perception, between organ-
isms and their environments. Within a sea of alternative per-
ceptual endpoints, agreement between the organism and envi-
ronment is functionally successful to the extent that the organ-
ism arrives at the alternative that gives rise to adaptive
behavior.

Primacy of change

Given these facts about information, it is true and fortunate
that sensorineural systems respond only to change relative to
what is stationary or predictable (Kluender, Coady, & Kiefte,
2003). Perceptual systems do not record absolute levels,
whether loudness, pitch, brightness, or color. At least since
Ernst Weber in the mid-19th century,2 it has been widely ap-
preciated that perception of differences is primitive. Sacrifice
of absolute encoding has enormous benefits along the way to
optimizing information transmission. Biological transducers
have impressive dynamic range given their evolution via
borrowed parts (e.g., gill arches to middle ear bones); howev-
er, biological dynamic range is always dwarfed by the physi-
cal range of absolute levels available from the environment.
The beauty of sensory systems is that, by responding to rela-
tive change, a limited dynamic range can shift to optimize the
amount of change that can be detected in the environment at a
given moment. There are increasingly sophisticated mecha-
nisms supporting sensitivity to change with ascending levels
of processing, and several will be discussed in this
contribution.

Readers who use cellular phones have direct experience
with a communication system that transmits only change.
This is delta coding, referring to the mathematical symbols δ
and Δ denoting differences, and it is used for its efficiency.
When there is a long pause between talkers on the phone, the
subtle background noise drops to dead silence. No bits are
wasted when there is no change in sound to convey, making
delta coding most efficient. Application of delta (and double
delta) features dramatically improves accuracy of automatic
speech recognition (ASR; Furui, 1986).

Relative change, of course, requires context from which to
change. Context itself is relatively uninformative; it is what
already exists or can be predicted. Context can be very brief—
the present or immediate past from which change arises.
Context can be extended, such as predictable characteristics
of listening conditions. Context can be measured in millisec-
onds, minutes, months, or even a lifetime of experience with
predictable properties of a structured world. In all cases, per-
ceptual systems are more efficient to the extent that predict-
able elements of context are registered in ways that enhance
sensitivity to that which is less predictable and more
informative.

By adopting this way of viewing information for percep-
tion, traditional distinctions between sensation, perception,
and learning seamlessly extend through a series of processes
that operate over broader ranges of time and experience. From

2 John Locke (1690) reaches a similar conclusion in An Essay Concerning
Human Understanding with what came to be known as the “three bowl ex-
periment” through which he reflects upon the relative nature of sensation and
anticipates what we now know as sensory adaptation.
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peripheral sensory transduction through cortical organization
consequent to experience, a series of successively more so-
phisticated processes extract predictability to make unpredict-
able (informative) changes easier to detect. Classic, albeit slip-
pery to define, dissociations between sensation, perception,
and learning dissolve within a common framework of
extracting predictability to maximize sensitivity to change
across expanding time scales.

Before employing this modest set of first principles to
explore particular examples in perception of speech, credit
is due to others. Some readers may be familiar with
Fletcher’s pioneering applications of information theory
to speech (Fletcher 1953/1995) or G. A. Miller and
Nicely’s (1955) use of information theory to analyze con-
sonant confusion data. For the present discussion, our
application here will be most akin to early approaches of
vision scientists such as Fred Attneave (1954, 1959) and
Horace Barlow (1961). In keeping with Attneave and
Barlow, we depart from Shannon’s conceptualization of
entropy as calculated on the basis of a sequence of dis-
crete characters, and adopt a conceptualization of entropy
more akin to thermodynamics by which white noise
constitutes maximum entropy.

Attneave (1959) was an evangelist for applications of in-
formation theory to psychology most broadly. As a vision
scientist, Attneave (1954) emphasized the highly redundant
nature of sensory input before applying information-
theoretic principles to argue for more economical perceptual
processes that, among other things, subsume gestalt principles
for perceptual organization (e.g., Koffka, 1935). Attneave’s
emphasis on redundant properties of a structured world figure
prominently in the latter part of this contribution.

Barlow is a pioneering sensory neuroscientist, and he
adopted an especially functional approach to sensorineural
processing emphasizing the role of sensory processing—
not for enriching the subjective experience of the world,
but instead for modifying behavior in ways that encourage
survival. This is in keeping with the functional emphasis
advanced here when advocating for functional objectives
of perception and eschewing objects of perception per se.
Sympathetic to Attneave’s arguments, Barlow (1961) in-
troduced the “redundancy-reducing hypothesis” to capture
the principle that successive sensory relays should priori-
tize signals that cannot be predicted by past and current
events (ecologically most significant). For this, he adopts
the language and mathematical formulations of informa-
tion theory as his framework.

Attneave’s and Barlow’s approaches continue to be pro-
ductive in contemporary theories of “efficient coding” (e.g.,
Barlow 1997, 2001; Schwartz & Simoncelli 2001; Simoncelli
2003; Simoncelli & Olshausen, 2001; Stilp & Assgari (2019);
Stilp & Kluender, 2012, 2016); although, most all address
questions concerning visual perception.

Potential information and speech
intelligibility

We begin by considering the importance of sensory
change at the lowest levels of the auditory system. Stilp
and Kluender (2010) evaluated the extent to which mea-
sures of sensory change, tailored by the cochlea, may
serve to explain intelligibility of connected speech.
Other investigators attempted to parcel relative perceptual
contributions of consonants, vowels, and transitions be-
tween them by removing and replacing segments with
noise (Cole, Yan, Mak, Fanty, & Bailey, 1996; Fogerty
& Kewley-Port, 2009; Fogerty, Kewley-Port, & Humes,
2012; Kewley-Port, Burkle, & Lee, 2007). Stilp and
Kluender (2010) tested whether a simple metric, not de-
fined by linguistic conventions, could best predict speech
intelligibility. They tested whether the amount of spectral
change over time would serve to define potential informa-
tion, because signals that change more across time are
locally less predictable from previous spectra. They quan-
tified these psychoacoustic spectral changes as cochlea-
scaled entropy (CSE).

CSE was quantified as Euclidean distances between
adjacent psychoacoustically scaled spectral slices.
Euclidean distances between adjacent 16-ms slices were
calculated, and distances were then summed across dura-
tions of either 80 ms (approximating the mean duration of
consonants in the TIMIT database, Garofolo et al., 1990)
or 112 ms (approximate mean vowel durat ion) .
Cumulative Euclidean distances within a boxcar function3

were taken as measures of spectral entropy and served as
a psychoacoustic metric of potential information.

As is shown in Fig. 1, amount of potential information
(CSE) robustly predicts intelligibility (r2 = .80, p < .01).
Although significantly more vowels were replaced with
each increase in CSE, proportion of vowels or consonants
replaced are not significant predictors of intelligibility (r2

= .55, ns). Despite the fact that there is greater CSE dur-
ing transitions into or out of higher amplitude portions of
the speech signal, CSE is superior to intensity when
predicting speech intelligibility (Aubanel, Cooke, Davis,
& Kim, 2018).

Information normalizes speaking rate

Speech is highly intelligible across at least a four-fold range in
speaking rate, and acoustic consequences of increasing rate of

3 Here, a boxcar function is a rectangular window, convolved across a sen-
tence, which includes values for only five or seven 16-ms spectral slices
corresponding roughly to consonant and vowel durations, respectively, for
the TIMIT corpus.
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speech are complex. In general, vowels compress more than
consonants. Some consonants compress more than others do.
Plosives reduce very little owing to their explosive release of
air pressure, and continuants behave more like vowels. To
make matters more challenging, perception of consonants in
CVs depends upon vowel duration (e.g., J. L. Miller &
Liberman, 1979), and perception of vowels depends on con-
sonant duration (e.g., Ainsworth, 1975). Does a measure of
relative change continue to predict intelligibility despite these
uneven and interdependent consequences of changes in speak-
ing rate?

When one adopts relative change as a metric for perceptual
information, units corresponding to absolute frequency and
intensity are discarded. Relative change (Weber’s law) is
depicted asΔS/S. S in numerator is cancelled by S in denom-
inator, leaving unitless delta (Δ). To the extent that change is a
fundamentally unitless measure, absolute time also ought not
matter within limits. To the extent that relative change is the
most useful measure of potential information for perception,
one should be able to warp time (slower or faster), and intel-
ligibility should be predictable on the basis of amount of rel-
ative change.

Stilp and colleagues (Stilp, Kiefte, Alexander, & Kluender,
2010b) conducted a series of experiments in which measures
of relative change were used to predict sentence intelligibility
across a four-fold variation in rate of speech. Next, they im-
posed temporal distortion by time-reversing equal-duration
segments (20 ms, 40 ms, 80 ms, and 160 ms) of every sen-
tence (see, e.g., Saberi & Perrott, 1999). As is shown in Fig. 2
(left), listeners tolerated longer durations of temporal distor-
tion at slower rates of speech. Listener performance across
conditions is very well predicted based upon proportion of
the utterance distorted (see Fig. 2, right) and not absolute
duration (left).

Stilp and colleagues created a slightly modified measure of
CSE to evaluate the extent to which relative change accounted

for these data. Euclidean distances were measured between a
given cochlea-scaled spectral slice and each slice thereafter
until the end of the sentence. This provided a profile of the
amount of cochlea-scaled spectral change across increasing
intervals within an utterance. There are two notable features
to these sentence analyses. First, just like listener performance,
all three rates of speech converge to a single function when
time is scaled as proportion of the utterance (see Fig. 3, right).
Second, this extended measure of CSE is predictably related
to syllable structure. This is because physical acoustic proper-
ties of speech have a local dependence (similarity) due to
coarticulation. Owing to mass and inertia of articulators (as
well as planning), articulatory movements are compromises
between where articulators have been and where they are
headed. Because the acoustic signal directly reflects these ar-
ticulatory facts, the frequency spectrum assimilates in the
same fashion as speech articulation. Cochlea-scaled spectra
are more similar (less Euclidean distance) near in time and
become more distinct (greater Euclidean distance) at longer
intervals, and these time frames are proportional to both syl-
lable duration and vowel-to-vowel intervals.

CSE functions peak at roughly two-thirds of mean syllable
duration reflecting the fact that acoustic realizations of conso-
nant and vowel sounds are largely conditioned by preceding
vowels or consonants until they begin to assimilate to the next
speech sound (see Fig. 3, right). For English VCVs, acoustics
of the second vowel are largely independent of the first vowel,
and identities of vowels in successive syllables are also largely
independent. Consequently, beyond these relative maxima,
distances regress toward the mean Euclidean distance of any
spectral sample to the long-term spectrum of speech from the
same talker. This simple, limited measure of information con-
veyed by spectral change accounts for a substantial proportion
of variance in listener performance across all rate conditions
(r2 = .89, p < .001).

We now see that another attractive property of CSE is
that it requires no explicit rate normalization. This measure
of potential information naturally accommodates variable-
rate speech. There have been substantial efforts to better
understand how listeners normalize across speaking rate
when identifying individual consonants (e.g., J. L. Miller,
1981; J. L. Miller & Liberman, 1979), vowels (e.g.,
Ainsworth 1972, 1974, 1975; Gottfried, Miller, & Payton,
1990), or words (e.g., J. L. Miller & Dexter, 1988), and all
of these efforts have concentrated upon absolute physical
changes in frequency and time. Within natural limits, CSE
appears to capture scale-invariant transmission of informa-
tion. This scale-invariance is not restricted to speech.
Gervain and colleagues (Gervain, Werker, & Geffen,
2014) have shown that 5-month-old infants perceive com-
monality among varying “water sounds” defined by scale-
invariant spectro-temporal structure. Using near-infrared
spectroscopy, they (Gervain, Werker, Black, & Geffen,

Fig. 1 Results of Stilp and Kluender (2010). Sentence intelligibility
(proportion of words correctly identified) is plotted as a function of
proportion of sentence entropy (CSE) replaced by noise. Data points are
labeled by level of CSE replaced by noise (Low, Medium, High) and
duration of each replacement (80-ms, 112-ms). Potential information is
a significant predictor of sentence intelligibility (r2 = .80, p < .01). Error
bars represent standard error of the mean
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2016) revealed cortical activity in 1-day-old to 3-day-old
infants that is consistent with behavioral findings with older
infants, and they situate their results within a framework of
efficient coding. To the extent that potential information,
not time or frequency per se, accounts for perception, con-
cerns about normalization of time or frequency toward
some iconic standard dissolve. While durations and fre-
quencies may vary, potential information remains relatively
constant and requires no such normalization. Figure 4.

The fact that CSE predicts intelligibility across a four-fold
span of rate does not, in itself, capture successive steps from
signal to a message composed of a string of words. As we
discuss later, this information-theoretic approach does not
make claims about extraction of phonetic segments per se.
CSE provides insights into the earliest stages of a cascade of
processes on the way to a linguistic message. These results
illustrate that one will be most successful in understanding
successive processes if they are posited to operate with respect
to unitless relative change, not frequency, intensity, or
loudness.

Spectral contrast and lack of invariance

Sensitivity to change is revealedmost starkly in contrast effects.
For example, a gray region appears darker against a white
background and lighter next to a black background (see, e.g.,
Anderson & Winawer, 2005; see Fig, 5). While referred to as
contrast “effects,” within an information theoretic perspective,
relative changes (contrast) are not so much effects as they are
primitives. When environmental stimuli differ in some dimen-
sion (in Fig. 5, luminances of the neuron vs. its respective
background), sensory systems do not register these differences
in an absolute fashion. Instead, these differences are amplified
beyond absolute differences. Sensory systems are attuned to
what is informative (relative change), and enhancement of these
differences heightens sensitivity.

Contrast effects are ubiquitous, and of course, they exist for
audition (Cathcart & Dawson, 1928–1929; Christman, 1954).
Spectral contrast—enhancement of differences between suc-
cessive spectral compositions—has been shown to contribute
to solving one of the most, if not the most, difficult questions

Fig. 3 CSE analyses of variable-rate sentences from Stilp et al. (2010b).
(Left) CSE measured in 16-ms slices with increasing interslice intervals.
Larger CSE values indicate greater spectral dissimilarity. Fast-rate speech
peaks first (64 ms), followed by medium (128 ms), then slow (256 ms).
Distances regress to the mean spectral distance between any two slices

spoken by the same talker. (Right) Like behavioral data, CSE functions
converge when plotted using the relative measure of proportion utterance
traversed (interslice interval divided by mean sentence duration). All
functions peak at approximately two-thirds of mean syllable duration

Fig. 2 Results from Stilp et al. (2010b). (Left) Intelligibility of sentences
at a wide range of speaking rates when fixed-duration segments were
temporally reversed. Performance declines faster (slower) for sentences
at faster (slower) rates relative to medium-rate speech. (Right) Data

converge to a common function when plotted using the relative
measure of proportion of utterance distorted (segment duration divided
by mean sentence duration)
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concerning speech perception: coarticulated speech. How do
listeners hear a speech sound such as [d] when acoustic char-
acteristics change dramatically depending upon sounds that
precede and follow (e.g., vowels [e] versus [o]?; see Fig. 6).

Adjacent sounds assimilate toward the spectral characteris-
tics of one another. Because the acoustic signal directly re-
flects these articulatory facts, the frequency spectrum assimi-
lates in the same fashion that speech articulation assimilates.

Lindblom (1963) provided some of the best early evidence
concerning how context systematically influences speech

production. He observed that the frequency of the second
formant (F2) was higher in the productions of [dId] (“dId”)
and [dʌd] (“dud”) than for the vowels [I] and [ʌ] in isolation,
and that F2 was lower for vowels in [bIb] and [bʌb]. In both
contexts, F2 frequency approached that of flanking conso-
nants, which are higher for [d] than for [b]. In a subsequent
study, Lindblom and Studdert-Kennedy (1967) demonstrated
that perception of coarticulated vowels is complementary to
these facts of articulation. Listeners reported hearing /I/
(higher F2) more often in [wVw] (lower consonant F2)

Fig. 5 Absolute luminance of neurons on left and right are equivalent. Processes of brightness contrast inherent to the visual system provide the sensation
that the neuron on the left is much darker than the one on the right

Fig. 4 Perception of speech across changes in speaking rates may be thought of much like viewing a photograph of the same image, in this case, Claude
Shannon, across different sizes. The content of the speech and image are essentially unchanged as the patterns of changes remain intact
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context, and /ʌ/ more often in [jVj] (higher consonant F2)
context. Consonant context affected vowel perception in a
manner complementary to the assimilative effects of
coarticulation. Lindblom and Studdert-Kennedy (1967)
wrote,

It is worth reiterating . . . that mechanisms of perceptual
analysis whose operations contribute to enhancing
contrast in the above-mentioned sense are precisely
the type of mechanisms that seem well suited to
their purpose given the fact that the slurred and
sluggish manner in which human speech sound
stimuli are often generated tends to reduce rather than
sharpen contrast. (p. 842)

One of the most thoroughly investigated cases for percep-
tual context dependence concerns the realization of [d] and [g]
as a function of preceding liquid (Mann, 1980) or fricative
(Mann & Repp, 1980). Perception of /d/ as contrasted with
perception of /g/ can be largely signaled by the onset frequen-
cy and trajectory of the third formant (F3). In the context of a
following [a], a higher F3 onset encourages perception of /da/
while a lower F3 onset results in perception of /ga/. Onset
frequency of the F3 transition varies as a function of the pre-
ceding consonant in connected speech. For example, F3-onset
frequency for [da] is higher following [al] in [alda] than when
following [ar] in [arda]. The offset frequency of F3 is higher
for [al] owing to a more forward place of articulation, and is
lower for [ar] due to a more posterior place.

Perception of /da/ and /ga/ is complementary to the
facts of production much as it is for CVCs. Listeners are
more likely to report hearing /da/ (high F3) when preceded
by the syllable [ar] (low F3), and hearing /ga/ (low F3)
when preceded by [al] (high F3) (Lotto & Kluender, 1998;
Mann, 1980). In subsequent studies, the effect has been
found for speakers of Japanese who cannot distinguish [l]
and [r] (Mann, 1986), for prelinguistic infants (Fowler,
Best, & McRoberts, 1990), and for avian subjects
(Lotto, Kluender, & Holt, 1997).

Coarticulation per se can be dissociated from its acous-
tic consequences by concatenating synthetic speech tar-
gets to nonspeech flanking energy that captures minimal
essential spectral aspects of speech. Lotto and Kluender
(1998) replaced [al] and [ar] precursors with nothing more
than constant-frequency sinusoids set to the offset fre-
quencies of F3 for [al] and [ar] syllables. Perception of
following [da-ga] shifted just as it did following full-
spectrum [al] and [ar].

Holt, Lotto, and Kluender (2000) replicated the
Lindblom and Studdert-Kennedy findings with CVCs
using the vowels [ʌ] and [ɛ] flanked by stop consonants
[b] and [d]. They replaced flanking [b] and [d] with FM
glides that tracked the center frequency of only F2 for [b]
or [d]. Again, the pattern of results for flanking nonspeech
FM glides mimicked that for full-spectrum [b] and [d]
syllable-initial and syllable-final transitions. Finally, Holt
(1999) demonstrated that perception of consonants fol-
lowing FM glides modeling F2 transitions of natural
vowels shift in patterns consistent with those for conso-
nants following natural vowels in VCVs.

Based upon effects of nonspeech energy in VCCV, CVC,
and VCV contexts, one can conclude that much of perceptual
accommodation for coarticulation can be explained as little
more than contrast. All of the findings are consistent with
spectral contrast, whereby the spectral composition of context
serves to enhance the perceptual efficacy of spectral compo-
nents for adjacent sounds.

In keeping with typical usage, the term contrast has been
used in a largely descriptive way this far. Kluender and
Alexander (2008) provide extended descriptions of psycho-
acoustic precedents such as enhancements effects (e.g.,
Cardozo, 1967; Green, McKey, & Licklider, 1959; Houtgast,
1972;Schouten, 1940; Viemeister, 1980; Viemeister & Bacon,
1982). At levels as early as auditory nerve (AN), responses to
test tones are dependent upon conditioning tones (Smith,
1977; Smith & Zwislocki, 1975). In these experiments, incre-
ments or decrements of test tone intensity are introduced atop
preceding “conditioning” tones, and sensitivity to changes in
intensity are maintained relative to these preceding “pedes-
tals.” Dynamic ranges of individual AN fibers adjust up and
down depending on tonic levels of stimulation. Delgutte and
colleagues (Delgutte, 1980, 1986, 1996; Delgutte, Hammond,

Fig. 6 Schematic spectrograms of [edo] (top) and [ode] (bottom.) Note
that acoustic properties of [d] depend upon characteristics of preceding
and following vowel sounds
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Kalluri, Litvak, & Cariani, 1996; Delgutte & Kiang, 1984)
have established the case for a broad role of peripheral adap-
tation in perception of speech, and they (Delgutte et al., 1996)
argue that neurophysiological evidence demonstrates that “ad-
aptation enhances spectral contrast between successive speech
segments” (p. 3.)

Exceptions to this spectral contrast account for
coarticulated speech should be noted. Viswanathan and col-
leagues (Viswanathan, Magnuson, & Fowler, 2010) did not
find contrast effects for Tamil liquids. Based on this study and
others (Viswanathan, Fowler, & Magnuson, 2009;
Viswanathan, Magnuson, & Fowler, 2013, 2014), they sug-
gest greater emphasis upon gestural substrates to speech. In
particular, they argue that results from studies using non-
speech sounds such as sinewaves, but not speech, may be
better accounted for by sensory masking. They also show that
patterns of frequency change (formant kinematics) play an
important role in ways that are consistent with speech
gestures.

With respect to sensory masking, psychoacoustic explana-
tions of enhancement effects (e.g., Viemeister & Bacon, 1982)
do explicitly incorporate masking as well as adaptation of
suppression/inhibition as processes through which spectral
contrast occurs. Within these explanations, it is expected that
continuously changing signals such as speech should be more
resistant to masking effects, because all fluctuating signals
(including sinewaves) produce less masking than steady-
state counterparts. This, of course, does not encourage one
to posit that speech signals somehow avoid these relatively
low-level (e.g., auditory nerve, cochlear nucleus) processes
altogether. It is difficult to argue that the frequency spectrum
of speech is the sole instance in which a sensorineural system
does not operate in a relative (contrastive) way, and the mech-
anisms described above are not in force.

The emphasis upon change is, of course, wholly consistent
with all of the forgoing arguments. Where the present ap-
proach parts ways with Viswanathan and colleagues concerns
whether sensitivity to formant variation emblematic of speech
requires explicit appeal to articulatory maneuvers that create
these changes. Speech signals that listeners hear are unerringly
coarticulated, and listeners should be sensitive to these highly
reliable patterns of change. In later sections of this contribu-
tion, especially those concerning ways through which lis-
teners exploit reliable second-order statistics, a nongesturalist
approach to these reliable patterns of changewill be presented.

Auditory color constancy

Contributions of spectral contrast to perception of
coarticulated speech focus narrowly in both time and frequen-
cy. Conversely, it is advantageous to adapt to reliable

characteristics of the listening environment that extend across
time and frequency.

By analogy, intensity and spectral composition of reflected
light entering the eye vary dramatically depending upon
illumination, yet viewers perceive objects as having relatively
constant brightness and color. Spectral distribution of light
entering the eye depends on both the spectrum of illumination
and spectral characteristics light encounters on its path to the
eye (Nassau, 1983). In order to achieve color constancy, the
visual system must extract reliable spectral properties across
the entire image in order to determine inherent spectral
properties of objects within the scene (Boynton, 1988;
Foster et al., 2006). One can consider the spectrum of illumi-
nation as a filter imposed on the full context of viewing.
Perceptual color constancy is maintained by relative differ-
ences between the spectral composition of the object being
viewed versus reliable spectral characteristics of the viewing
context. In this way, perception is normalized or calibrated
with respect to the imposing filter common to both context
and object.

Readers may recall the great controversy concerning the
colors of “the dress” in early 2015. Viewers of a photograph
of the striped dress reported vastly different coloration of the
dress, either black and blue stripes or white and gold stripes.
The best scientific explanation of such radical differences in
subjective impression is that visual systems are supposed to
cancel contributions of the illuminant. For viewers whose vi-
sual systems “assumed” yellow-tinted illumination, the dress
appeared black and blue, while the appearance of white and
gold is consistent with blue-tinted illumination.

Many studies have demonstrated how auditory perception
calibrates to properties of the listening context in ways quite
similar to visual color constancy. In a classic study on context
effects in vowel perception, Ladefoged and Broadbent (1957)
showed that identification of a target vowel, [bIt] (lower first
formant frequency, F1) versus [bεt] (higher F1), was affected
by manipulations of average F1 in a preceding context sen-
tence. Raising average F1 frequency in the context sentence
elicited more /bIt/ (lower F1) responses. Ladefoged and
Broadbent (1957) drew explicit analogies between their find-
ings and color constancy in vision. They wrote,

It is obvious that this experiment provides a demonstra-
tion of perceptual constancy in the auditory field; that is
an auditory phenomenon somewhat parallel to the visual
case in which the response evoked by a stimulus is in-
fluenced by the stimuli with which it is closely associ-
ated. An example is the correct identification of the col-
or of an object in widely differing illuminations.
Consequently it is hoped that further investigation of
the auditory phenomenon will provide data which are
of general psychological interest. (p. 102)

Atten Percept Psychophys (2019) 81:861–883 869



Watkins and Makin (1994) argued that it was not specific
F1 frequencies per se that shifted responses in the studies by
Ladefoged and Broadbent (1957), but rather the long-term
spectrum of the context sentence. Watkins (1991) demonstrat-
ed effects similar to those of Ladefoged and Broadbent by
filtering a precursor sentence with the difference between
spectral envelopes of two vowels. This resulted in a context
colored by spectral peaks of one vowel and by spectral
notches corresponding to the peaks of the other vowel.
When the context sentencewas processed by a difference filter
with the spectral shape of /I/ minus /ε/, there was an increase in
the number of /ε/ responses to an /It /–/εt /series. This percep-
tual shift was observed across widely differing speech con-
texts varying in talker gender, spatial position, and ear of pre-
sentation, and whether the context was forward or time-re-
versed, or even if it was speech-shaped signal-correlated
noise. In each case, perception calibrated to persistent spectral
peaks and notches of the context emphasizing /I/ such that
listeners were more likely to hear target vowels as /ε/.

Kiefte and Kluender (2008) designed stimuli to assess rel-
ative contributions of spectrally global (spectral tilt) versus
local (spectral peak) characteristics of a listening context on
identification of vowel sounds. They varied both spectral tilt
and center frequency of F2 to generate a matrix of vowel
sounds that perceptually varied from /u/ to /i/. Listeners iden-
tified these vowels following filtered forward or time-reversed
precursor sentences. When precursor sentences were filtered
to share the same long-term spectral tilt as the target vowel, tilt
information was neglected and listeners identified vowels
principally on the basis of F2. Conversely, when precursors
were filtered with a single pole centered at the F2 frequency of
the target vowel, perception instead relied upon tilt. These
results demonstrate calibration to reliable global and local
spectral features across both intelligible and unintelligible
speech-like contexts. Stilp and colleagues (Stilp, Anderson,
Assgari, Ellis, & Zahorik, 2016) later demonstrated that cali-
bration is broadly indifferent to the source of reliable spectral
properties. After replicating calibration to reliable spectral
peaks in context sentences, they found even greater effects
when stimuli were highly reverberant or when a pure tone at
the F2 frequency of a target vowel was added to the
nonreverberant context.

Alexander and Kluender (2010) found the same patterns of
performance as Kiefte and Kluender (2008) using nonspeech
precursor contexts consisting of a harmonic spectrum filtered
by four frequency-modulated resonances (somewhat akin to
formants). Precursors filtered to match F2 or tilt of following
vowels induced perceptual calibration (i.e., diminished per-
ceptual weight) to F2 and tilt, respectively. Perceptual calibra-
tion to F2 and tilt followed different time courses. Calibration
to F2 (spectrally local) was greatest for shorter duration pre-
cursors; in contrast, calibration to tilt was greatest for precur-
sors that provided greater opportunities to sample the

spectrum (longer duration and/or higher resonance-
modulation rates).

Stilp and colleagues (Stilp, Alexander, Kiefte, & Kluender,
2010a) demonstrated that calibration to listening context is not
limited to perception of speech. They asked listeners to iden-
tify edited notes from a French horn and tenor saxophone
following either resynthesized speech or a short passage of
music. Preceding contexts were “colored” by spectral-
envelope-difference filters created to emphasize differences
between horn and saxophone spectra. Listeners were more
likely to report hearing a saxophone when following a context
filtered to emphasize spectral characteristics of the French
horn and vice versa. Despite clear changes in apparent acous-
tic source, perception calibrates to relatively predictable spec-
tral characteristics of filtered context, differentially affecting
perception of subsequent target nonspeech sounds (see also
Frazier, Assgari, & Stilp, 2019).

Calibrating to acoustic context in the service of enhancing
sensitivity to change would have been efficacious since the
very first auditory systems, even before the advent of neocor-
tex. So, it is likely that brainstem processes play an important
role. Projections from superior olive to outer hair cells, collec-
tively called the medial olivocochlear efferent system (MOC),
have been hypothesized to adjust basilar membrane tuning to
improve resolution of signals against background noise. Kirk
and Smith (2003), for example, hypothesized the MOC
evolved as a mechanism for “unmasking” biologically signif-
icant acoustic stimuli. Psychoacousticians (e.g., Champlin &
McFadden, 1989; Krull & Strickland, 2008; McFadden &
Champlin, 1990; Roverud & Strickland, 2010, 2014;
Strickland, 2001; von Klitzing & Kohlrausch, 1994) have de-
veloped clever psychoacoustic techniques to characterize
these MOC effects in human listeners.

Effects of the acoustic context on early sensorineural plas-
ticity are further supported by animal models showing that
activity from neurons in the rostral brainstem (e.g., inferior
colliculus and medial geniculate body) is selectively inhibited
from the deepest layers of the auditory cortex to enhance the
acoustic properties that are functionally more relevant to the
organism (Keuroghlian & Knudsen, 2007; Malmierca,
Anderson, & Antunes, 2015). This is typically referred to as
stimulus-specific adaptation (SSA)—a reduction in neural re-
sponse to a relatively predictable sound and enhanced re-
sponse to a relatively unpredictable sound. The typical form
of such an experiment employs an oddball paradigm. After a
neuron’s responses have been characterized as equally respon-
sive to two sounds, the sounds are presented at complementa-
ry ratios (e.g., 8:2 and 2:8). Despite the fact that each sound
elicits the same neural response (firing rate) when odds are
even, responses to the rarer sound for a given series of pre-
sentations are substantially greater than those to the more
common sound. Because neural firing increases in response
to the less frequent sound, fatigue cannot be the cause.

870 Atten Percept Psychophys (2019) 81:861–883



Stimulus-specific adaptation has been demonstrated in the in-
ferior colliculus (IC; Malmierca, Cristaudo, Pérez-González,
& Covey, 2009), auditory thalamus (Antunes, Nelken, Covey,
& Malmierca, 2010), and auditory cortex (Ulanovsky, Las, &
Nelken, 2003). Through and through, the auditory system is
remarkably sensitive to predictability and its counterpart, un-
predictability (information).

Exploiting redundancy in the ascending
auditory system

It may be a slippery slope from foregoing descriptions of
adaptation to processes of learning. Often, when introducing
the topic of learning, teachers begin with the simplest example
of habituation. Effects of a stimulus that once resulted in a
behavioral change diminish absent consequences. In exam-
ples above, when stimuli become predictable, the auditory
system neglects them relative to stimuli that are less predict-
able, and hence, potentially more informative.

Instead of splitting hairs concerning sensation, perception,
and learning, we move to a useful distinction. All of the in-
stances described this far, predictability from one spectral slice
to another and predictable properties of a listening environ-
ment can be quantified using first-order statistics—measures
of central tendency. Much predictability in sounds is not about
temporal adjacencies or listening contexts, but instead is in-
herent in the ways sounds are structured.

Most sounds in the environment are well structured in fre-
quency and in time due to physical constraints on the sources
that create them. Listeners are keenly sensitive to acoustic
structure (predictability, nonrandomness) in spectro-temporal
composition, even when sounds are novel (Stilp, Kiefte, &
Kluender, 2018). The ability to recognize novel sounds amidst
a background of competing sounds can be predicted by the
amount of relative entropy. Sounds with lower entropy (more
structure, redundancy) are easier to discover and recognize.
Greater redundancy (less entropy) across either time or fre-
quency improves performance, as does different degrees of
entropy in targets versus background distractors.

For sounds created by real structures including musical
instruments and vocal tracts, there is greater predictability than
one may first expect. Changes along different acoustic dimen-
sions cohere in accordance with physical laws governing
sound-producing sources. Articulatory maneuvers that pro-
duce consonant and vowel sounds give rise to multiple acous-
tic attributes, but this complexity is predictable in accordance
with constraints imposed by vocal tracts. This redundancy
across attributes contributes to robust speech perception de-
spite substantial signal degradation (Assmann &
Summerfield, 2004; Kluender & Alexander, 2008; Kluender
& Kiefte, 2006).

Redundancy in speech epitomizes the general fact that
objects and events in the world have structure. Attneave
(1954) emphasized how patterns of stimulation upon the
visual system are redundant because sensory events are
highly interdependent in both space and time. This is sim-
ply because “the world as we know it is lawful” (p. 183).
Adopters of information theory as an explanatory construct
for human perception quickly came to appreciate the sig-
nificance of capturing predictability among stimulus attri-
butes in the interest of increasing sensitivity to relatively
unpredictable changes between signals. Attneave argued
that “it appears likely that a major function of the percep-
tual machinery is to strip away some of the redundancy of
stimulation, to describe or encode incoming information in
a form more economical than that in which it impinges on
the receptors” (p. 189, emphasis added). Within an empha-
sis upon neural encoding, Barlow (1959) hypothesized that
“it is supposed that the sensory messages are submitted to a
succession of recoding operations which result in reduction
of redundancy and increase of relative entropy of the mes-
sages which get through” (p. 536, emphasis added). By
detecting and exploiting redundancy in the environment
(predictability), perceptual systems enhance sensitivity to
new information (unpredictability, or change).

These principles lie at the heart of contemporary models
of efficient coding, and there have been many supporting
findings in visual perception. Some studies concern adap-
tation to images varying in simpler aspects such as color,
orientation, or directional movement, and extend to com-
plex images including faces (see Clifford et al., 2007, for
review). In their highly influential paper concerning effi-
cient coding, Barlow and Földiák (1989) argued that pop-
ulations of cortical neurons should organize in ways that
capture correlations across inputs so that perceptual dimen-
sions are more nearly orthogonal (decorrelated) and better
able to detect changes in the environment that are not pre-
dictable (more informative) based upon prior experience.
Barlow and Földiák proposed that absorption of correla-
tions makes it easier to detect newly appearing associations
resulting from new causal factors in the environment, and
can account for effects of experience during cortical devel-
opment. To these, one might add a simple, perhaps obvi-
ous, observation concerning neurons most broadly. Most
neurons have many synapses along their dendrites.
Whether a neuron fires depends on the joint contributions
of many inputs, excitatory and inhibitory, along those den-
drites. This simple fact of neural architecture requires that
responses depend critically upon coincident activity across
synapses.

There is growing physiological evidence that responses of
neurons at successive stages of processing become increasing-
ly independent from one another, and such demonstrations
have been clearest in the auditory system (Chechik et al.,
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2006). Most recently, Liu and colleagues (Liu, Montes-
Lourido, Wang, & Sadagopan, 2019) employed a combina-
tion of information-theoretic analyses of animal-call acoustics
and recordings of responses to calls in the primary auditory
cortex. They demonstrated that acoustic features identified
using information-theoretic analyses of calls, to determine
the most informative (and least redundant) features, effective-
ly predict observed neural responses.

Second-order statistics and speech

It is well-attested that all contrasts between speech sounds are
multiply specified. No single attribute is, in itself, both neces-
sary and sufficient to support perception of a consonant or
vowel. Kluender and colleagues (Kluender & Kiefte, 2006;
Kluender & Alexander, 2008; Kluender & Lotto, 1999) have
argued that one way in which multiple attributes are important
to perception is the extent to which they are correlated with
one another, and hence, provide redundancies that are central
to sensorineural encoding of speech sounds.

We begin with vowels sounds. Amongst the most ubiqui-
tous graphical presentations in all of speech research are the
distributions of F1 and F2 formant peak frequencies across
talkers provided by Peterson and Barney (1952) and later
Hillenbrand, Getty, Clark, and Wheeler (1995), shown in
Fig. 7. This morass of overlapping distributions for the sim-
plest of speech sounds is emblematic of an apparent challenge
for speech perceivers.

This apparent mess, however, is the consequence of a small
number of rather straightforward physical acoustic con-
straints. Spectra of vowel sounds include peaks (formants)
corresponding to resonances in the vocal tract. Center fre-
quencies of these peaks depend principally upon two physical
properties of vocal tracts. First, formant frequencies depend
upon the shape of the vocal tract. The center frequency of the
F1 depends primarily upon how low or high the tongue and

jaw are positioned. Open vowels with low tongue body such
as /æ/ and /ɑ/ have higher F1 frequencies, and close vowels
with high tongue body such as /i/ and /u/ have lower F1s.
When the tongue is placed relatively forward in the vocal tract,
the frequency of F2 for front vowels such as /æ/ and /i/ is
higher, but for vowels in which the tongue is placed relatively
farther back such as /u/ and /ɔ/, F2 is lower in frequency.While
the center frequency of F3 also varies across vowel sounds in
perceptually significant ways, all vowel sounds can be
depicted roughly by relative frequencies of F1 and F2 with
the exception of /ɝ/. In addition, some vowels are produced
with rounded lips (e.g., /u/ as in “boot”) or with different
fundamental frequencies, among other variations.

The second major physical characteristic for vowel sounds
is length of the vocal tract. When vocal tracts are shorter or
longer, center frequencies of formants are higher or lower,
respectively. It is given by the physical acoustics of tubes,
vocal tracts included, that for a proportional increase or de-
crease in length, center frequencies of resonances decrease or
increase by the same proportion (Nordström & Lindblom,
1975). One consequence of this dependency between vocal-
tract length and vowel acoustics is that vowel sounds are very
different across talkers. Vowels judged perceptually to be the
same phonemically, such as /æ/ produced by men, women.
and children, differ greatly in acoustic properties according
to vocal-tract length. Vocal-tract length differences are not
the only significant differences in renditions of the same vow-
el spoken by different talkers because other supralaryngeal
properties also vary across talkers (Fant, 1966) properties,
but they are the most substantial and easiest to characterize
acoustically. Variation across talkers is so extreme that clear
renditions of any given vowel overlap extensively with
different vowels by talkers with vocal tracts of different
lengths.

The approach taken here has a very long history, extending
back to Lloyd (1890a, 1890b, 1891, 1892, cf. J. D. Miller,
1989) who claimed that vowels with common articulations
result in common perceptions of vowel quality because they
share common ratios among formants. Variants of this
formant-ratio theory have appeared and reappeared with reg-
ularity (e.g., Broad, 1976; Chiba & Kajiyama, 1941; Kent,
1979; J. D. Miller, 1989; Minifie, 1973; Okamura, 1966).

Much of talker-dependent differences in vowel sounds, or
at least those accounted for by vocal-tract length, decreases
following two operations. Most true to physical acoustics,
formant center frequencies may be converted to a logarithmic
scale because proportional (fractional) changes in length cor-
respond to proportional changes in center frequencies.
Alternatively, center frequencies may be converted to a
psychoacoustically realistic quasi-logarithmic scale such as
Bark (Zwicker, 1961) or, more recently, equal rectangular
bandwidth (ERB; Moore & Glasberg, 1983). Conversion to
a psychoacoustically realistic scale has been productive in

Fig. 7 The ERBF1 and ERBF2 of vowels in the Hillenbrand et al. (1995)
database measured at vowel midpoint (50% of overall duration) for men,
women, and children. Each color corresponds to a different vowel. (Color
figure online)
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work concerning vowel sounds. For example, Syrdal and
Gopal (1986) employed the Bark scale when demonstrating
that differences between formants of a given vowel (more than
or less than 3 Bark) could be used to classify vowels similarly
to traditional high/low and front/back features.

Second, after adopting a logarithmic or quasi-logarithmic
scale, relational measures must be used to capture
systematicities across talkers. For example, J. D. Miller
(1989) and Nearey (1989) employed measures of log(F2/F1)
and log(F3/F2). Here, the ERB scale (Glasberg & Moore,
1990) is employed. Kluender and colleagues (Kluender,
Stilp, & Kiefte, 2013) employed principal components analy-
sis (PCA) to measure the amount of shared covariance for

ERBF1, ERBF2, and ERBF3 for each of the twelve vowels spoken
by 139 men, women, and children and reported by
Hillenbrand et al. (1995). Covariance between ERB F1, F2,
and F3 captures over three fourths of the substantial variability
across men, women, and child talkers. (Figure 8).

Llanos and colleagues (Llanos, Jiang, & Kluender, 2014)
demonstrated the functional significance of these covariance
structures. They used three unsupervised clustering algo-
rithms for learning minimal contrasts between English vowel
pairs in the Hillenbrand et al. (1995) data set with formant
frequencies converted to ERB. Two first-order models as-
sumed uniform or Gaussian distributions of vowels in an
F1–F2 space. The third model employed second-order statis-
tics by encoding covariance between F1 and F2. The first-order
Gaussian model performed better than a uniform distribution
model for most vowel contrasts. By far the best performance
(almost 90% accuracy) was achieved with the second-order
model that outperformed both first-order models for every
vowel pair. By exploiting correlations inherent across talkers,
the challenge presented by Peterson and Barney (1952) is
effectively dissolved.

When one embraces covariance, variability is no longer a
problem. Instead, variability is a necessity. If one wishes to
learn the relation between vocal-tract length and formant

frequencies, one will not get far measuring central tendencies.
Variability is essential to any model that depends upon covari-
ance. Correlations between stimulus attributes are discovered
only because there is variability across talkers, and as will be
demonstrated next, across phonetic context.

Perceptual sensitivity to correlations among stimulus attri-
butes may well account in part for listeners’ solution to the
lack of invariance across consonantal place of articulation. For
example, acoustic information specifying /d/ is dramatically
different depending upon the following vowel sound.
Perceiving speech despite such variation was once thought
to suggest that it was a uniquely human perceptual achieve-
ment (but see Kluender et al., 1987).

To address some of the variability for place of articulation
across vowel contexts, Sussman and colleagues (e.g.,
Sussman, Fruchter, Hilbert, & Sirosh, 1998) reintroduced the
idea of locus equationslocus equations (Delattre, Liberman, &
Cooper, 1955) as part of an explanation for perception of place
of articulation. They made exhaustive measurements of thou-
sands of tokens of /b/, /d/, and /g/ produced before multiple
vowels, by many different talkers, and found that the correla-
tions between onset frequency of F2 and F2 frequency of the
following vowel efficiently captured differences between /b/,
/d/, and the two allophones of /g/ (front and back). Regression
lines between F2 onset and F2 of the following vowel were
distinct between /b/, /d/, and the two allophones of /g/.
Correlation coefficients were relatively strong (r = .75–.96).
Kiefte (2000) replicated these findings using ten Western
Canadian English vowels measuring correlations of r = .98
for /b/, r = .87 for /d/, and r = .95 for /g/. Later efforts
(Iskarous, Fowler, & Whalen, 2010; Lindblom & Sussman,
2012) revealed ways through which these acoustic
systematicities are natural consequences of constraints on vo-
cal tract maneuvers.

Vowels in VCs, like consonants in CVs, can also be char-
acterized by reliable relationships between F2 values as a func-
tion of time (Kluender, Stilp, & Kiefte, 2013). Directly anal-
ogous to locus equations for stop consonants, there is remark-
able correlation between F2 values for each vowel across var-
iation in preceding plosive, averaging r = .82. Of course, ow-
ing to the fact that there are more vowels than there are con-
sonantal places of articulation, differences between slopes of
regression lines across vowels cannot be as profound as those
found for /b/, /d/, and /g/, and the extent to which listeners
exploit these correlations in vowel perception has yet to be
investigated. Nearey (2010) demonstrated that, for all cases he
tested (Hillenbrand et al., 2001), it is possible to decompose
CVC syllables into locus constituents (CVand VC) and kine-
matic representations of vowels (vowel inherent spectral
change).

There have been justifiable criticisms of the locus equation
concept, perhaps most importantly the fact that other acoustic
characteristics contribute to perception of place of articulation

Fig. 8 Mean ERBF1 and ERBF2 of vowels in the Hillenbrand et al. (1995)
database measured at vowel midpoint (50% of overall duration). Each
color corresponds to a different vowel. Lines correspond to regressions
between ERBF1 and ERBF2 for each vowel. (Color figure online)
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(e.g., Blumstein 1998). However, within a proposal that re-
dundancy between correlated stimulus attributes should be
efficiently coded, there is no formal upper bound on the num-
ber of attributes that can contribute to the overall covariance
structure.

Learning correlations among stimulus
attributes

As noted above, a legitimate criticism of appeals to general
processes of audition and learning is that learning may serve
mostly as a quasi-explanation for all things not captured by the
auditory system per se. It is insufficient to appeal to the fact
that behavior changes consequent to experience with a struc-
tured input. For example, with respect to multiple demonstra-
tions of statistical learning (e.g., Aslin, Saffran, & Newport,
1998; Evans, Saffran, & Robe-Torres, 2009; Kirkham,
Slemmer, & Johnson, 2002; Saffran, Aslin, & Newport,
1996), what types of learning, other than statistical, may be
considered? In what way does the adjective “statistical” pro-
vide greater precision to an appeal to learning?

Within the scope of language learning, some investigators
(e.g., Frost, Armstrong, Siegelman, & Christiansen, 2015;
Siegelman, Bogaerts, Christiansen, & Frost, 2017;
Siegelman, Bogaerts, & Frost, 2016) recently have been mak-
ing important progress illuminating distinctions between and
across multiple findings that have fallen within the broad
scope of statistical learning. Here, at a lower level of percep-
tual learning as it relates to speech perception, we attempt to
be explicit about exactly the forms of learning being
hypothesized.

Within an information theoretic framework, the singular
objective is to recognize and absorb predictability in order to
increase sensitivity to change. Examples through which audi-
tory processes register and demote first-order statistical prop-
erties that are predictable over relatively brief time scales were
presented above. With an eye toward second-order statistics,
how do listeners discover predictable covariation among stim-
ulus attributes, and which models do and do not explain this
learning?

For speech, this process of perceptual organization begins
early in life and presumably supports, at least in part, infants’
rapid mastery of multiply specified contrasts within their na-
tive language environment. To learn about acquisition of sen-
sitivity to correlations among stimulus attributes by adult lis-
teners, Stilp and colleagues (Stilp, Rogers, & Kluender,
2010c; Stilp & Kluender, 2011, 2012, 2016) employed novel
complex stimuli that varied across two physically independent
acoustic attributes: attack/decay (AD) and spectral shape (SS).
A stimulus matrix was generated by crossing AD and SS
series for which sounds separated by fixed distance in the
stimulus space were approximately equally discriminable.

Stilp and colleagues (Stilp, Rogers, & Kluender, 2010c)
presented subsets of stimuli to listeners. Most of the sounds
listeners heard lay along a diagonal reflecting a correlation
between AD and SS (for half of listeners, r = 1.0; for the other
half, r = −1.0). Following only 7½ minutes of passive listen-
ing, listeners’ ability to detect differences between pairs of
sounds was characterized by their statistical characteristics
and not their acoustic properties. Listeners retained the ability
to discriminate sound pairs that obeyed the correlation be-
tween the two physical dimensions, but initially demonstrated
great difficulty discriminating pairs of sounds that varied in
only one dimension (AD or SS) or stimuli that violated the
experienced correlation. Only through extended testing did
discriminability of unidimensional or orthogonal differences
recover. Perception warped to capture the redundancy be-
tween acoustic dimensions, only later discovering other vari-
ability that was present.

The authors tested three distinct computational models that
could “learn” correlations between inputs. These three simple
unsupervised-learning neural network models (see Fig. 9)
shared similar architectures, but reflected different hypotheses
about how sensorineural systems exploit covariance.

First was a Hebbian model (Hebb, 1949; Oja, 1982) in
which connection weights adjusted in proportion to the cor-
relation between input and output node activations. Second,
an anti-Hebbian (decorrelation) model (Barlow & Földiák
1989) orthogonalized output dimensions by adjusting sym-
metric inhibition among output nodes proportional to their
correlation. Finally, principal components analysis (PCA)
was implemented in a third model (Sanger, 1989). For the
PCA model, connections to output units adjusted in a
Hebbian manner; however, the first output inhibited inputs
to the second, effectively capturing the principal component
from the input pattern and leaving the second unit to capture
residual covariance. This model captured correlation across
inputs (like the Hebbian model) and orthogonalized outputs
(like the anti-Hebbian model).

The Hebbian model correctly predicted performance im-
mediately following exposure, but owing to lack of inhibitory
connections, the model was unable to adjust to capture perfor-
mance across subsequent test trails. The anti-Hebbian model
failed because it substantially expanded the second
(orthogonal) dimension, thus predicting outstanding

Hebbian

AD SS

Anti-Hebbian PCA

AD SS AD SS
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Fig. 9 Three simple network models that encode correlations between
inputs. The bottom row is the input layer, and the top row is the output
layer. Solid lines are excitatory, and dashed lines are inhibitory



discrimination for sound pairs that were effectively
indiscriminable to listeners. The PCA model quickly discov-
ered the first dimension capturing the correlations between
AD and SS. With further experience during test trails, the
PCAmodel adjusted apace with listener performance (see also
Stilp & Kluender, 2012). Listener performance violated pre-
dictions of the Hebbian and anti-Hebbian models, but
matched the PCA model quite well.

Data from this and numerous additional experiments by
Stilp and colleagues all support the hypothesis that the audi-
tory system rapidly and efficiently captures covariance
(redundancy) across the set of complex stimuli. Like the
PCA model, listener performance appears initially to capture
the principal component of variation in the two-dimensional
stimulus space at the expense of the orthogonal component
before gradually encoding remaining variance. Both this ini-
tial component and the second component (first and second
eigenvectors) appear to rapidly become weighted
(eigenvalues) in a way that is proportional to the amount of
variance accounted for by each dimension (Stilp & Kluender,
2012). Concordance between the model and listener perfor-
mance is remarkable. Predictions from the PCA model based
upon different relative weights on first and second compo-
nents for different stimulus distributions have been validated
with human listeners (Stilp & Kluender, 2016).

The particular PCAmodel investigated here (Sanger, 1989)
is certainly oversimplified and is unlikely to exactly reflect
neural learning mechanisms. Because stimuli were normed
to equivalent perceptual distances, the perceptual space
employed by Stilp and colleagues was linearized in a way that
is amenable to a linear model such as PCA. The close corre-
spondence between listener and model performance does sug-
gest that sensorineural processes adapt to reflect experienced
covariance so that dimensions of the perceptual space are
weighted in a statistically sensible fashion.

While the neural locus or loci responsible for these human
perceptual findings remains an open question, multiple neu-
rophysiological studies with animal models are instructive.
Most recently, findings by Stilp and colleagues have been
replicated in neural response in primary auditory cortex of
ferrets upon presentation of sounds that covaried in amplitude
modulation and peak frequency of the spectral envelope (Lu,
Liu, Dutta, Fritz, & Shamma, 2019). Following exposure to
stimuli capturing these correlated attributes, signal-to-noise
ratio (SNR) of spike-rate coding decreased orthogonal to the
correlation, while remaining intact along the correlation; and,
mutual information of spike coding increased only along the
correlated dimension. Like results from Stilp and Kluender
(2011), these patterns of activity remained intact in the face
of variation in a third unrelated dimension.

Circuitry responsible for these responses remains un-
known, but some neural observations are suggestive.
Successes of the Sanger (1989) connectionist implementation

of PCA to predict behavioral results depend on inhibitory
circuits from the output layer to input layers. Microcircuitry
across layers within cortical columns may convey inhibitory
signals in a fashion like that proposed to support predictive
coding (Bastos, Usrey, Adams, Mangun, Fries, & Friston,
2012). Less locally, required inhibitory circuitry may be pro-
vided within hierarchical auditory cortical regions, which ex-
tend from primary auditory cortex (AI) to belt areas to more
lateral parabelt regions in a third stage of cortical processing
(Kaas &Hackett, 2000).While primary auditory cortex (AI) is
responsive to most sounds, responses later in the auditory
hierarchy are selective for more complex stimuli, such as
band-limited noise and frequency-modulated sweeps in belt
areas (Rauschecker, Tian, & Hauser, 1995; Tian &
Rauschecker, 2004; Wessinger et al., 2001) and species-
specific vocalizations such as human speech in parabelt areas
(Chevillet, Riesenhuber, & Rauschecker, 2011).

Redundancy enhances sensitivity
to distinctions

From an information-theoretic perspective, systematicities
(e.g., covariation in formant properties across talkers, locus
equations across phonetic context) are embraced, but their
utility is viewed quite differently relative to traditional per-
spectives. First, the perceptual utility of these systematicities
is not to normalize toward some iconic ideal or template
(which are as real as unicorns). Second, the real perceptual
effect of efficiently coding these redundancies is to increase
discriminability of speech sounds from one another.
Differences between formant patterns that respect quasi-
lawful consequences depending on who is talking are predict-
able and uninformative with respect to decoding the linguistic
message. Consequently, differences that are linguistically sig-
nificant are enhanced.

The relationship between formant center frequencies and
fundamental frequencies (f0s) may be especially telling. All
things being equal, different vowels are produced with differ-
ent “intrinsic” f0s. Fundamental frequency is a consequence of
vocal fold vibration, and in formal considerations of speech
production, source properties owing to vocal fold activity (f0)
can be viewed as largely independent of filter effects
(resonances/formants; Fant, 1970). This fact may lead one to
expect that the relationship between f0 and formant center
frequencies should be much more tenuous than the obligatory
relationships between ERBF1, ERBF2, and ERBF3—inevitable
consequences of vocal-tract length. By contrast, f0 is much
freer to vary; consider singing as an obvious example.
Despite the relatively weak physical relationship between
vocal-tract length and vocal-fold mass, talkers appear to en-
force this systematicity despite being under no physiologic
obligation to do so. Kluender et al. (2013) found that the
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proportions of variance captured by ERBf0 with mean ERB
formant frequencies for each vowel in the Hillenbrand data
set have a mean of 0.90.

It is possible that talkers “know” about the correlation be-
tween ERBF1, ERBF2, and ERBF3 in vowel sounds? Talkers may
reinforce the redundancy between ERBF1, ERBF2, and ERBF3 by
producing an f0 that respects this correlation. To the extent that
the auditory system seizes upon these redundancies, distinc-
tions between phonemically different vowel sounds are en-
hanced. At the same time, concerns about talker normalization
dissolve. Different talkers all produce vowel sounds that share
these relational systematicities or redundancies. Listeners dis-
cover these redundancies through experience with speech, and
encoding of these redundancies serves to enhance discrimina-
bility of more informative differences between phonemically
different vowel sounds.

The reader will note that, for each of the topics
discussed thus far, the emphasis has been upon enhancing
detection of that which is not predictable (information),
and that sensorineural systems optimize sensitivity to
change. Discovering redundancy enhances phonemically
significant differences.

Thus, unlike notions of phonetic prototypes, conso-
nants and vowels are revealed much more by what they
are not than by how well they approximate some ideal.
In this way, our conceptualization is consistent with the
formal distinction between discriminative and generative
models of classification in machine learning. A discrim-
inative model learns only to tell differences between clas-
ses. Generative models learn about the particulars of each
class by explicitly modeling the actual distribution of
each class using Bayes’ theorem. For example, a gener-
ative model of character recognition, such as for reading
the address on an envelope, would attempt to capture
defining characteristics (a la invariant features or proto-
types) of each letter (e.g., ‘d’) across variations such as
font and size. By contrast, the discriminative model dis-
covers the ways in which ‘d’ is distinguished from, for
example, ‘a,’ ‘b,’ ‘c,’ ‘e,’ ‘f’ across changes in font and
size.

In the discipline of pattern classification, discriminative
models are preferred over generative models for multiple
reasons (Vapnik, 1998), not the least of which is that they
typically prove more successful (fewer errors) as the size
of training sets (experience) grows larger (Ng & Jordan,
2002). Further discussion of discriminative versus gener-
ative models is beyond the scope of this contribution (see,
e.g., Vapnik, 1998); however, one can capture the main
idea simply by thinking about speech perception with re-
spect to confusion matrices (e.g., G. A. Miller & Nicely,
1955). Correct responses (diagonal) are correct entirely
because distinctions from other stimuli (off diagonal) are
detected.

This is a departure from notions of phonetic prototypes that
may be revealed via a combination of cues, each with varying
degrees of reliability and specificity. Instead, correlations em-
body predictable combinations of attributes in the service of
enhancing sensitivity to differences between phonemically
different sounds. Through experience, perceptual processes
come to register predictable patterns of covariance, and by
doing so, become especially sensitive to less predictable
acoustic changes that distinguish different consonants and
vowels. What matters are distinctions between speech sounds,
not identities of consonants and vowels per se. Listeners hear
the sounds of a language by virtue of learning how they are
distinguished from all other consonants and vowels. This way
of conceptualizing phonetic distinctions harkens back at least
to Trubetzkoy (1939/1969). Linguists Roman Jakobson and
Morris Halle (1971) stated it most clearly in their classic book
Fundamentals of Language4: “All phonemes denote nothing
but mere otherness” (p. 22).

Following the preceding approach to addressing prob-
lems of objects of perception, rate normalization, lack of
invariance, and talker normalization, one may be left asking
what happens to phonemes. Conceptualizing speech percep-
tion as a process by which phonemes are retrieved from
acoustic signals is tradition. Within this tradition, problems
of segmentation and lack of invariance arise from the fact
that, if phonetic units exist, they are not like typed letters on
a page. Someof themost recalcitrant problems in the study of
speech perception are the consequence of adopting discrete
phonetic segments as a level of perceptual analysis.

While some have questioned the reality of phonemes (e.g.,
Lotto, 2000; Lotto, & Holt, 2000; Port, 2006), the present
approach is agnostic about the existence of phonemes and
does not require them. Along the succession of redundancy-
reducing operations, encoding may or may not bear resem-
blance to phonetic units as classically defined. It is not known
whether listeners extract phonemes preliminary to recognizing
words. Instead, phonemes are unnecessary to an information
theoretic approach to speech perception. Adaptive behavior is
not informed by defining one sound as A and one as B, but
behavior is informed by differentiating functionally useful
distinctions between A and B.

Learning to talk

Emphasis upon differences, not similarities to a putative pro-
totype, has benefits when considering young children who are
learning to talk. The claim here is that infants learn distinctions

4 The emphasis upon distinctiveness intended here is not what may be implied
within German Idealism popular in the times of Trubetzkoy and Jakobson. For
present purposes, the contemporary vernacular interpretation is suggested, as
the perspective adopted here is blatantly empiricist.
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between sounds, not consonants and vowels as entities per se.
Infants can distinguish speech sounds long before they can
produce them, and the ways in which they detect differences
between sounds becomemolded to the statistics of their native
language sound environment during their first year of life
(Werker, Gilbert, Humphrey, & Tees, 1981; Werker &
Lalonde, 1988; Werker & Logan, 1985; Werker & Tees,
1983; Werker & Tees, 1984a, 1984b). Information transmis-
sion is optimized by maximizing sensitivity to differences—
the benefit of consolidating redundant attributes. Emphasizing
the ways that sounds are different, versus how they are the
same, helps illuminate issues concerning learning how to pro-
duce speech sounds.

Owing to the developmental course of supralaryngeal anat-
omy and control, it is impossible for small developing vocal
tracts to produce adult-like sounds of a language (e.g., Kent &
Miolo, 1995; Kent & Vorperian, 1995; Vorperian et al., 1999,
2009). Until the vocal tract approaches adult length, mimicking
speech sounds of the adult is not an option. Children’s reso-
nances are too high, and some vocal-tract configurations (e.g.,
high back /u/) are physiologically impossible for infants.
Different vocal-tract architectures make it fruitless for young
children to try to veridically match articulatory or auditory tar-
gets. However, it is possible for the developing vocal tract to
produce sounds that are different in ways similar to how adult
speech sounds differ. The child is able to create acoustic con-
trasts in speech that are proportional to those heard from adult
talkers. In perceptual systems that have little or no access to
absolutemeasures of anything, this quality is both attractive and
essential.

Discovering word boundaries

Following the claim that a cascade of redundancy-reducing
processes delivers keen sensitivity to distinctions among con-
sonant and vowel sounds, might the same kind of processes be
engaged when young children discover words? In connected
speech, acoustic realization of the beginning and end of one
word also overlaps with sounds of preceding and following
words. Adult perception, however, is at odds with this acoustic
reality. When listening to someone talk, most individual
words stand out quite clearly as discrete entities. Listening to
someone speak in a different language is often a very different
experience. Entire sentences may sound like a single very long
word. This is the situation faced by infants.

How children learn words is a complex question requiring
sophisticated answers beyond the scope of the present contri-
bution and the expertise of the authors. The reader is encour-
aged to begin with Cutler’s (2012) comprehensive treatment.
This being said, the present approach does provide a few in-
sights, especially as they relate to prelexical processes such as
finding boundaries between words.

Studies of CSE provide some insights. Higher CSE corre-
sponds closely to the sonority hierarchy with peaks in CSE
corresponding most closely to open configurations of the vo-
cal tract, most commonly, vowels (Stilp & Kluender, 2010).
Consequently, waxing and waning of CSE signals syllabic
structure (Stilp et al., 2010b). Norris and colleagues’ (Norris,
McQueen, Cutler, & Butterfield, 1997) Possible Word
Constraint (PWC) posits that a period of speechwith no vowel
is unlikely to be a word on its own, and Cutler (2012) explains
how language learners might exploit PWC when discovering
words. Intervals with no transitions into or out of vowels are
intervals with little CSE. Because intervals with little entropy
result in decreased changes in neural activity, they naturally
become less salient to the infant listener.

Saffran and colleagues (Saffran et al., 1996) demonstrated
that infants are sensitive to transitional probabilities between
successive sounds within a speech stream. In their studies,
they used streams of connected pseudowords, for which the
probability of some sequences of consonant-vowels (CVs)
was very high (1.0), while probability of other sequences
was relatively low (0.33). Infants were sensitive to whether
successive sounds share a history of co-occurrence. Here, the
interpretation for these findings is that low transitional proba-
bilities become perceptually salient because they correspond
to spikes in information because one CV is not predictable
from the last. Similar results have been reported for transition-
al probabilities between words instead of nonsense CV se-
quences (Pelucchi, Hay, & Saffran, 2009).

Statistics of English support this emphasis on word
boundaries, as the ends of most words cannot be identi-
fied prior to the onset of the next (Luce, 1986). Infant
sensitivity to boundaries is yet another example of using
predictability to enhance sensitivity to change, and hence
enhance transmission of information. Because this is a
principle of perceptual systems most broadly, one expects
this use of predictability to apply most generally. Indeed,
these patterns of performance extend to infants experienc-
ing tonal sequences (Saffran, Johnson, Aslin, & Newport,
1999), visual shapes (Kirkham et al., 2002), and visual
feature combinations (Fiser & Aslin, 2002), and even
nonhuman primates (Hauser, Newport, & Aslin, 2001)
exhibit this sensitivity to transitional probabilities (for
further review, see Saffran & Kirkham, 2018).

The observation that (low) transitional probabilities at junc-
tures between words correspond to peaks in potential infor-
mation is but a piece of a fuller explanation of how the lan-
guage learners learn where words begin and end.

General considerations

In the foregoing, the case for an information-theoretic concep-
tualization of speech perception built progressively from
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operations that are highly focused in time and in frequency,
appropriate to the outmost auditory periphery such as hair
cells and the auditory nerve. Next were examples of calibrat-
ing to listening environments via first-order statistics across
broader frequency and temporal extents, and the first stations
along the auditory pathway with sufficient convergences of
inputs were identified as MOC and IC.

Following these examples of the auditory system adapting
to first-order statistics of the input, second-order statistics were
introduced. The statistical technique PCAwas presented as an
analogy to ways through which correlations across inputs can
be extracted. PCA has no a priori assumptions about the cor-
relation structure to be discovered, a tabula rasa of sorts. A set
of observations of possibly correlated variables is converted
into a set of values of linearly uncorrelated variables called
principal components. When multiple observations reveal co-
variance among variables, a limited number of orthogonal
vectors (few relative to the number of variables) can account
for a high percentage of the total variance across observations.
Consequently, the goal is twofold: discover redundancies and
increase efficiency by reducing the dimensionality of the
input.

PCA is being used here only as analogy because it is un-
likely that real neurons adhere to formal restrictions on how
vectors are chosen, and the ways PCA fails as analogy are
themselves illuminating. First, PCA is a linear analysis, and
it is well known that sensory processes are nonlinear. Second,
PCA assumes normally distributed values, and the real world
complies with this assumption only to varying extents. A re-
lated analysis, independent component analysis (ICA; see,
e.g., Hyvärinen & Oja, 2000) permits violations of normality,
but this enhancement brings additional computational power
and challenges for interpretation. Third, PCA and some ver-
sions of ICA require that vectors be ordered frommost to least
amount of variance accounted for, and neural systems most
likely fall short of perfect efficiency. Here, lack of statistical
perfection in a biological system is actually desirable.
Perfectly efficient coding systems are brittle, and some ineffi-
ciency (redundancy) increases the robustness of communica-
tion systems against noise (Barlow, 2001). For purposes here,
efficiency is gained by discovering correlated (redundant) at-
tributes, but complete efficiency is nether claimed nor desired.
What one desires is biologically optimal, not maximal,
efficiency.

When perception is construed as a cascade of processes,
each stage extracts redundancy across the outputs of earlier
processes. To the extent that outputs of prior processes even
approach independence, this could imply that seizing upon
correlation again would become implausible. The solution to
this seeming dead end is that, with every successive reduction
of redundancy, information over which processing operates
expands in space, frequency, time, and any other dimension
of interest. Thus, statistical relationships that hold relatively

locally do not constrain correlations at the next coarser grain
of processing. As a consequence, the well-attested hierarchical
organization of perceptual processing in sensorineural sys-
tems is a natural consequence of successive operations of ef-
ficient coding within an information theoretic framework.

Conclusions

In this contribution, we first established some first principles
that motivate our perspective on speech perception and per-
ception most broadly. There are two substantial consequences
of adopting this information-theoretic framework to questions
concerning speech perception. First, distractions concerning
objects of perception are removed. Second, speech perception
can be reframed as a series of processes through which sensi-
tivity to information—that which changes and/or is
unpredictable—becomes increasingly sophisticated and
shaped by experience.

A simple measure of change in the auditory periphery (CSE)
proved to be a remarkable predictor of speech intelligibility.
Adopting measures of psychoacoustic change helps to dissolve
some traditional concerns about perception across variation in
speaking rate that putatively required some process of normal-
ization. Multiple demonstrations were provided that show how
reliable spectral characteristics of a listening context are fac-
tored out of perception in the service of emphasizing less reli-
able, more informative characteristics to better inform behavior.

Moving on from first-order statistics, second-order statis-
tics were shown to be powerful descriptors of reliable covari-
ance between acoustic attributes of speech sounds as they are
structured by lawful properties of the vocal tract. Examples
are vowels across talkers with different vocal-tract lengths and
consonants across talkers and vowel contexts. Listeners very
quickly learn correlations among stimulus attributes in com-
plex nonspeech sounds, and this has remarkable consequences
for discriminability of sounds depending upon whether they
respect or violate experienced covariance. Finally, an informa-
tion theoretic framework makes the life of a young language
learner much easier.

We suggest that adopting an information-theoretic efficient
coding framework provides a constructive way to address
long-standing problems concerning appropriate objects of per-
ception (gestures vs. sounds), rate normalization, variance
consequent to articulation, and talker normalization.
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