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Abstract
To recognize audiovisual speech, listeners evaluate and combine information obtained from the auditory and visual modalities.
Listeners also use information from one modality to adjust their phonetic categories to a talker’s idiosyncrasy encountered in the
other modality. In this study, we examined whether the outcome of this cross-modal recalibration relies on attentional resources.
In a standard recalibration experiment in Experiment 1, participants heard an ambiguous sound, disambiguated by the accom-
panying visual speech as either /p/ or /t/. Participants’ primary task was to attend to the audiovisual speech while either
monitoring a tone sequence for a target tone or ignoring the tones. Listeners subsequently categorized the steps of an auditory
/p/–/t/ continuummore often in line with their exposure. The aftereffect of phonetic recalibration was reduced, but not eliminated,
by attentional load during exposure. In Experiment 2, participants saw an ambiguous visual speech gesture that was disambig-
uated auditorily as either /p/ or /t/. At test, listeners categorized the steps of a visual /p/–/t/ continuum more often in line with the
prior exposure. Imposing load in the auditory modality during exposure did not reduce the aftereffect of this type of cross-modal
phonetic recalibration. Together, these results suggest that auditory attentional resources are needed for the processing of auditory
speech and/or for the shifting of auditory phonetic category boundaries. Listeners thus need to dedicate attentional resources in
order to accommodate talker idiosyncrasies in audiovisual speech.
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In face-to-face communication, listeners use and combine in-
formation obtained from hearing and seeing a talker in order to
recognize speech (e.g., Massaro, 1998; Summerfield &
McGrath, 1984). Having both auditory and visual speech
available typically helps recognition (e.g., Jesse, Vrignaud,
Cohen, & Massaro, 2000; Reisberg, McLean, & Goldfield,
1987; Sumby& Pollack, 1954), especially in adverse listening
situations. Audiovisual speech is more robustly recognized
than auditory speech, since the two modalities provide redun-
dant and complementary information about speech sounds
(Jesse & Massaro, 2010; Walden, Prosek, & Worthington,
1974). In addition, access to audiovisual speech provides ad-
vantages for accommodating the idiosyncratic pronunciations

of a talker. Listeners can use information from one modality to
disambiguate a phoneme that would be ambiguous on the
basis of the information from the other modality alone. This
disambiguation can guide the recalibration of phonetic cate-
gories in the ambiguous modality (Baart & Vroomen, 2010a;
Bertelson, Vroomen, & de Gelder, 2003). For example, a
sound between /p/ and /t/ disambiguated by seeing the talker’s
lips close to produce /p/ shifts the boundary of the auditory
phoneme /p/ such that the sound is subsequently included in
the /p/ category. Likewise, a gesture ambiguous between /p/
and /t/ that is disambiguated by hearing the talker produce /p/
expands the visual phonetic category of {p} to then include
this gesture. Cross-modal phonetic recalibration thus prepares
listeners to better recognize future speech from a talker. The
question addressed in the present study was whether or not
attentional resources are needed for listeners to accommodate
to a talker through cross-modal recalibration.

Cross-modal phonetic recalibration was first demonstrated
in a seminal study by Bertelson et al. (2003). In the by-now-
standard paradigm, participants started by categorizing steps
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in an auditory /aba/–/ada/ continuum so that the perceptually
most ambiguous sound A? could be determined for each par-
ticipant. Participants were then exposed to either the audiovi-
sual syllable /aba/ or /ada/, where the auditory portion of the
stop consonant was replaced with their respective ambiguous
sound A?. In auditory-only posttests, participants categorized
steps of an auditory /aba/–/ada/ continuum more often in line
with their prior audiovisual exposure. That is, participants
gave more /aba/ responses at auditory posttest when the am-
biguous sound A? had been disambiguated during prior expo-
sure by seeing the talker’s lips close to produce /b/ (A?Vb)
than when the lips had remained open to produce /d/ (A?Vd).
This aftereffect indicated the recalibration, or retuning, of
these phonetic categories to include the ambiguous sound in
the category intended by the talker. These aftereffects of pho-
netic recalibration are opposite from those of selective adap-
tation (Diehl, 1975; Eimas & Corbit, 1973), in which partici-
pants give fewer /aba/ responses after exposure to an unam-
biguous AbVb than to an unambiguous AdVd. The phenom-
enon of cross-modal phonetic recalibration has been well rep-
licated over the past decade (Baart & Vroomen, 2010b; Baart,
de Boer-Schellekens, & Vroomen, 2012; Keetels, Pecoraro, &
Vroomen, 2015; Keetels, Stekelenburg, & Vroomen, 2016; van
der Zande, Jesse, & Cutler, 2014; van Linden&Vroomen, 2007,
2008; Vroomen & Baart, 2009a, 2009b; Vroomen, van Linden,
de Gelder, & Bertelson, 2007). Recalibration thus helps listeners
adjust to ambiguous auditory speech.

Just as auditory phonetic categories can be recalibrated by
visual speech information, a recent study has shown that au-
ditory information can likewise recalibrate visual phonetic
categories in response to an idiosyncrasy in visual speech
(Baart & Vroomen, 2010a). In this version of the standard
recalibration paradigm, participants first categorized steps in
a visual /omso/–/onso/ continuum in order to determine the
participants’ individually perceptually most ambiguous visual
step. During audiovisual exposure, this most ambiguous visu-
al gesture was accompanied auditorily by either /omso/
(AmV?) or /onso/ (AnV?). In a visual-only phonetic categori-
zation task at posttest, participants showed recalibration of
their relevant visual phonetic categories, in which they cate-
gorized the steps of a visual continuummore often in line with
their prior exposure. These aftereffects indicated a shift in the
visual phonetic categories to include the ambiguous speech
gesture into the category intended by the speaker. These re-
sults fit within a larger literature showing that perceivers are
sensitive to visual idiosyncrasies (Heald & Nusbaum, 2014;
Yakel, Rosenblum, & Fortier, 2000) and learn about them
(Jesse & Bartoli, 2018; van der Zande, Jesse, & Cutler,
2013). Audiovisual speech thus allows listeners to perceive
speech more reliably, in that it disambiguates the currently
experienced speech but also facilitates future speech percep-
tion by recalibrating phonetic categories so that listeners can
accommodate to a talker.

Cross-modal phonetic recalibration is an effective mecha-
nism to allow listeners to flexibly cope with variation in pro-
nunciation across talkers. Recalibration of auditory phonetic
categories occurs from very little exposure (van Linden &
Vroomen, 2007; Vroomen et al., 2007). Furthermore, it dissi-
pates quickly when listeners hear the talker produce a whole
spectrum of pronunciations for a phoneme, as is the case with
prolonged testing (van Linden&Vroomen, 2007; Vroomen&
Baart, 2009b; Vroomen, van Linden, Keetels, de Gelder, &
Bertelson, 2004). Recalibration is also powerful, because its
aftereffects can be generalized to new instances. To ensure
appropriateness, generalization is guided by bottom-up fac-
tors, such as acoustic similarity and spatial location.
Aftereffects transfer to novel talkers, as long as these talkers
share the same idiosyncrasy (van der Zande et al., 2014).
Though the aftereffects were larger for the exposure talker
than for a novel talker, seeing who the talker was during ex-
posure did not prevent later transfer to the acoustically similar
new talker. Acoustic similarity, and not talker identity, thus
drives generalization. Aftereffects are also modulated by talk-
er location. Aftereffects were larger when the talker’s test
sounds came from the same location as during exposure than
when they came from another location (Keetels et al., 2015;
Keetels et al., 2016). Listeners may thus store information
about the talker’s location along with the change in the pho-
netic category, though why this would be done remains un-
clear. Together, these results suggest that the bottom-up infor-
mation obtained from low-level processing guides how spe-
cific recalibration is.

In their daily lives listeners, however, often perform multi-
ple tasks during a conversation (e.g., driving or monitoring for
a child’s cries) that compete for cognitive resources. As a
consequence, listeners may have to reduce the cognitive re-
sources dedicated to the processing of speech, which thus
could potentially limit their ability to adjust to recent experi-
ences with speech, such as to talker idiosyncrasies. Higher-
level processing areas, such as the inferior parietal lobe (IPL)
and the inferior frontal sulcus (IFS), are activated (Kilian-
Hütten, Vroomen, & Formisano, 2011) during exposure to
an auditory idiosyncrasy disambiguated by visual speech.
The IFS and IPL have been associated with attention
(Corbetta & Shulman, 2002) and working memory
(Prabhakaran, Narayanan, Zhao, & Gabrieli, 2000) in other
areas of research. The goal of the present study was to test
whether one type of cognitive resource—namely, attentional
resources—is needed for listeners to achieve effective cross-
modal phonetic recalibration. Attention allows to prioritize the
further processing of some stimuli over others (see, e.g.,
Chun, Golomb, & Turk-Browne, 2011, for an overview).
Which stimuli are selected for enhanced processing can be
driven by bottom-up and/or by top-down processes (e.g.,
Santangelo & Spence, 2007; Theeuwes, 1991; Yantis &
Jonides, 1984). Attention can be thought of as a limited pool
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of resources (e.g., Alais, Morrone, & Burr, 2006; Arrighi,
Lunardi, & Burr, 2011; Sinnett, Costa, & Soto-Faraco, 2018;
Wahn & König, 2015; Wahn, Murali, Sinnett, & König,
2017). To the extent that the processing of relevant stimuli
does not exhaust this pool, irrelevant stimuli can also be proc-
essed (Kahneman & Chajczyk, 1983; Lavie, 1995; Lavie &
Tsal, 1994). Although resources are at least partially shared
audiovisually in spatial attention, object-based attention taps
into modality-specific pools of attentional resources, unless a
primary task needs to be prioritized over another task in order
to give a speeded response (Wahn & König, 2017).

Sharing attentional resources with other tasks thus could
interfere with accommodating to a speaker. Attentional re-
sources could be needed directly or indirectly in order for
listeners to effectively adjust to talker idiosyncrasies. That is,
recalibration itself could require attentional resources.
Alternatively, or additionally, the evaluation and integration
of auditory and visual speech, which not only occurs for
speech perception but also provides information for recalibra-
tion, could rely on these resources. For example, since atten-
tion selects stimuli for further processing, reducing auditory
attentional resources for speech perception can reduce the
sensory encoding of auditory speech (e.g., Mattys, Barden,
& Samuel, 2014; Mattys & Palmer, 2015), and as such could
also diminish the effectiveness of cross-modal phonetic recal-
ibration. Limiting attentional resources could also impact the
outcomes of recalibration by affecting the integration of audi-
tory and visual speech information. Though audiovisual inte-
gration has traditionally been regarded as a resource-free pro-
cess (e.g., Colin et al., 2002; Massaro, 1987; Rosenblum &
Saldana, 1996; Soto-Faraco, Navarra, & Alsius, 2004), more
recent work has suggested that it may consume attentional
resources (Alsius, Möttönen, Sams, Soto-Faraco, &
Tiippana, 2014; Alsius, Navarra, Campbell, & Soto-Faraco,
2005; Alsius, Navarra, & Soto-Faraco, 2007). Cross-modal
recalibration seems to depend on integrating auditory and vi-
sual information into a unitary percept. When presented with
sine-wave speech, which only preserves spectrotemporal in-
formation and is not spontaneously regarded as speech by
naïve listeners, integration (Tuomainen, Andersen, Tiippana,
& Sams, 2005) and phonetic recalibration (Vroomen & Baart,
2009a) only occur when listeners are explicitly told that what
they hear is speech. These results support the idea that cross-
modal recalibration relies on integration, and as such that lim-
iting attentional resources diminishes its effectiveness. In con-
trast, the aftereffects of selective adaptation are not dependent
on whether or not sine-wave speech is regarded as speech.
Selective adaptation is, however, a lower-level, modality-
specific process, occurring prior to audiovisual integration
(Dias, Cook, & Rosenblum, 2016; Roberts & Summerfield,
1981; Saldana & Rosenblum, 1994; Samuel & Lieblich,
2014), that does not require attentional resources (Samuel &
Kat, 1998; Sussman, 1993).

Finding that listeners need attentional resources in order for
the perceptual processing and/or recalibration itself to accom-
modate to a speaker through cross-modal recalibration would
parallel what has been observed for another type of phonetic
recalibration, called lexically guided retuning. Lexical knowl-
edge that disambiguates an ambiguous sound or gesture during
exposure can also lead to the adjustment of auditory and visual
phonetic categories (e.g., Norris, McQueen, & Cutler, 2003;
van der Zande et al., 2013). For example, participants who have
heard a sound A? ambiguous between /s/ and /f/ replacing the
/f/ in words like Bgiraffe^ will afterward categorize the steps on
an /s/–/f/ continuum more often as /f/ than will those partici-
pants who had previously heard A? replacing the /s/ in words
like Bplatypus.^ These aftereffects are reduced, however, when
listeners are engaged in an auditory distractor task while being
exposed to the critical speech information (Samuel, 2016), but
are unaffected when participants perform a visual distractor task
in which they can move their attention back and forth between
the distractor task and the main task during exposure (Zhang &
Samuel, 2014). Attentional resources in the modality in which
the shift is to bemade are therefore needed for the processes that
contribute and/or are involved in the lexically guided adjust-
ment of phonetic categories to a speaker.

The aim of the present study was to test whether taxing
attentional resources can likewise affect the outcomes of
cross-modal phonetic recalibration. If attentional resources
are needed for any of the processes involved in cross-modal
recalibration (i.e., for perceptual evaluation, integration, and/
or for a separate process of recalibration), then limiting the
attentional resources available would reduce the size of the
observed aftereffects of cross-modal recalibration. To test this
hypothesis, two experiments were conducted. In a standard
cross-modal recalibration paradigm, the participants in
Experiment 1 were exposed to either an audiovisual Bapa^
(A?Vp) or Bata^ (A?Vt) within a block in which the consonant
was replaced with an auditorily ambiguous sound A?. The
most ambiguous sound A? was selected for each participant
on the basis of the participant’s results in a prior auditory-only
calibration phase. During exposure, participants also always
heard tone sequences on each trial. Participants either had to
continuously monitor the stream for a lower-frequency target
tone, requiring sustained attention, or did not perform a task
on the stream. Monitoring for a target tone diverts attention to
the auditory modality and away from speech. To assess the
aftereffects of recalibration, the participants categorized their
three most ambiguous steps from an auditory /apa/–/ata/
continuum at each test block. Recalibration would lead to
more /apa/ responses after exposure to A?Vp than after ex-
posure to A?Vt. If attentional resources are needed to effec-
tively accommodate to a speaker, then restricting the avail-
ability of attentional resources by asking participants to per-
form the extrinsic auditory task during exposure should re-
duce the aftereffects of recalibration.
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In Experiment 2, we tested the ubiquity of the need for
attentional resources for cross-modal phonetic recalibration,
by assessing the recalibration of visual phonetic categories
through auditory speech. The paradigm remained the same as
in Experiment 1, except that participants were exposed to ApV?
or AtV? both before and after categorizing the steps from a
visual continuum. The extrinsic task was also the same as be-
fore; that is, it continued to be in the auditory modality. The
pattern of results across experiments was intended to provide
insights into which of the processes directly or indirectly in-
volved in recalibration are likely in need of attentional re-
sources. If limiting attention reduced the aftereffects in both
Experiment 1 and Experiment 2, then any of the implicated
processes could require attention. In contrast, if limiting atten-
tional resources only affected the aftereffects of recalibrating
auditory phonetic categories in Experiment 1, but not the after-
effects of recalibrating visual phonetic categories in Experiment
2, then it would seem most likely, assuming that attentional
resources are modality-specific, that attentional resources were
needed for auditory processing and/or for the recalibration pro-
cess itself in Experiment 1. That is, attentional resources might
have been too limited to sufficiently process the ambiguous
sound and/or to shift an auditory phonetic category boundary.

Together, the two experiments tested whether attention is
important in order for listeners to be able to use cross-modal
phonetic recalibration to flexibly adjust to recent experiences
with speech. If any of the processes contributing to cross-
modal phonetic recalibration and/or if the recalibration itself
requires attentional resources, then the aftereffects of recali-
bration should be reduced when attention is diverted to an
extrinsic auditory task. Depending on whether limiting atten-
tional resources affects the outcomes of both or of just one
type of cross-modal phonetic recalibration, the results would
provide some preliminary insights into which of the involved
processes likely require attentional resources.

Experiment 1

Method

Participants Twenty-four students at the University of
Massachusetts Amherst (mean age = 19.58 years; 18 women,
six men) contributed data to the analyses. This sample size
was decided upon a priori as being appropriate (Baart &
Vroomen, 2010a; van der Zande et al., 2014). Three additional
participants had been excluded because they did not meet the
inclusion criteria set a priori, due to their low performance in
the target detection task. All of the participants were monolin-
gual native speakers of American English with no reported
hearing, vision, language, or attention deficits. An additional
sample of ten participants from the same population complet-
ed a pilot experiment.

Materials A female native speaker of American English was
video-recorded saying /ɑpɑ/, /ɑtɑ/, and /ɑkɑ/. Videos of the
speaker’s face were recorded with a SONY EVI-HD7V cam-
era at 25 fps (1,280 × 720) using the h.264 codec. Audio was
simultaneously recorded in mono with a Shure KSM44A mi-
crophone at a 48-kHz sampling rate.

An apa and an ata token with similar durations of their
individual phonemes were selected to create an auditory con-
tinuum. Using Praat (Boersma & Weenink, 2016), the plo-
sives were excised and systematically mixed in linearly in-
creasing complementary proportions to create a 102-step con-
tinuum. An additional /ɑkɑ/ token recorded in the same ses-
sion provided the vowel context for the auditory continuum.
The steady-state portion of the first vowel of this /ɑkɑ/ token
was cut and its duration was changed with Praat’s PSOLA
algorithm in order to be the same as in the first vowel in
/ɑpɑ/ and /ɑtɑ/ (i.e., 253 ms). The intensity of both vowels
of /ɑkɑ/ was scaled to the mean intensity of the vowels in the
same position in /ɑpɑ/ and /ɑtɑ/. Linear ramps were applied to
the first 75 ms of the first vowel and to the last 75 ms of the
second vowel. These vowels were then concatenated with
each continuum step.

Forty-two steps of the 102-step continuum were selected to
be tested in a pilot experiment. After one practice block, par-
ticipants received four test blocks. Each test block consisted of
three repetitions of all steps in a newly randomized order.
Figure 1 shows the results of the pilot experiment with ten
participants, who each categorized 23 steps of the auditory
continuum (steps 0 [/t/], 47, from 51 to 90 in steps of two or
three, 94, and 100 [/p/]) by button press as Bapa^ or Bata.^ On
the basis of the results, we interpolated the steps in the ambig-
uous region in order to create steps 67, 69, and 71, and then
chose steps 58, 62, 64, 66, 67, 69, 70, 71, 72, 74, 76, 79, 80,
and 83, plus the two endpoints, for the calibration phase of
Experiment 1. The audiovisual exposure stimuli were created
by combining each of these steps with the endpoint video
tokens. A fade in from and fade out to a black frame were
added to the videos by repeating the first and last frames of
each video, respectively, six times.

For the target detection task, nonlinguistic materials were
chosen in order to avoid interference due to linguistic process-
ing. Pure tones of 700, 750, 800, and 850 Hz served as the
nontarget sounds, and a pure tone of 500 Hz was the target
sound. Tones at low frequencies were chosen in order to avoid
energetic masking of the critical acoustic place-of-articulation
information, located in the higher frequencies of /p/ and /t/. All
tones were 160 ms long, including a 10-ms-long linear fade in
and fade out. The amplitude of each tone was 86 dB. In com-
parison, the nonsense syllables /ɑpɑ/ and /ɑtɑ/ had a mean
amplitude of 76 dB.

Procedure Participants were tested individually in sound-
attenuated booths. The experiment was controlled by the
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Psychophysics Toolbox software (Brainard, 1997). Audio was
presented at a comfortable, fixed level over Sennheiser HD
280 PRO headphones. The visual stimuli were presented on a
1,024 × 768 (17-in. diagonal) computer screen (60-Hz refresh
rate), positioned 60 cm in front of the participant.

In the initial, auditory-only calibration phase, participants
categorized 17 steps of the auditory /ɑpɑ/–/ɑtɑ/ continuum.
Each trial beganwith a fixation cross shown for 250ms, follow-
ed by a black screen for 200 ms before a stimulus was present-
ed. At stimulus offset, the labels (Bapa,^ Bata^) appeared,
starting a 3-s-long deadline for participants to respond by button
press. The intertrial interval was 500 ms. Participants were
instructed to respond as quickly and accurately as possible.
Each participant completed one practice block and two test
blocks. Each test block consisted of four repetitions of the con-
tinuum steps. Steps were presented in a newly randomized
order for each repetition. On the basis of a participant’s results
in this calibration phase, the step closest to the 50% cutoff point
was selected as their exposure stimulus A?.

Next, participants completed 32 exposure–test sequences,
in which each audiovisual exposure block was immediately
followed by an auditory-only posttest (see Fig. 2 for the
experimental design). During each audiovisual exposure
block, participants received the ambiguous stimulus A? ac-
companied by the unambiguous visual token Bapa^ (A?Vp)
or Bata^ (A?Vt). The same audiovisual stimulus was presented
nine times within a block. On each exposure trial, participants
also always heard a seven-tone sequence. Each sequence
started at the beginning of the video. On filler trials, the

sequence consisted of the four nontarget tones. Three tones
each occurred twice during the stream, whereas one tone oc-
curred only once. Which of the four nontarget tones occurred
only once in a sequence was counterbalanced across trials
within each exposure block. Instead of that one tone, a target

Fig. 2 Illustration of the experimental procedure and design of
Experiment 1. During the calibration and posttest, participants
categorized steps from an auditory /ɑpɑ/–/ɑtɑ/ continuum. During
audiovisual exposure, participants received an ambiguous stimulus A?
accompanied by the unambiguous visual token Bp^ (A?Vp) or Bt^
(A?Vt). Participants also heard tone sequences that they monitored for a
lower-frequency target tone in the load condition, but not in the control
condition. Participants completed a total of 32 exposure–test sequences
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Fig. 1 Mean percentages of /p/ responses as a function of step on the auditory continuum in a pilot study for Experiment 1. Error bars show the standard
errors of the means
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tone was presented in one of the seven positions on 33% of the
trials (i.e., on three trials per exposure block). The order of the
tones’ presentation within a trial was always pseudorandom,
with the constraint that no tone was immediately repeated. On
target trials, the target was equally likely to occur early (i.e., as
the second or third tone), in the middle (fourth or fifth tone), or
late (sixth or seventh tone) during the tone sequence within
each exposure block.

During exposure, the main task for participants was to
attend closely to what the talker said. Exposure was
blocked by load. For half of the exposure blocks, partic-
ipants had to continuously monitor the tone sequence,
because they were instructed to press a button as soon
as they heard the lower-frequency target tone in the se-
quence (load condition). That is, completing this task re-
quired sustained attention to the tone stream and did not
allow for participants to switch their attention back and
forth between the tones and speech. Working memory
resources were taxed only minimally, in that a target is
likely to be stored in long-term memory if it remains the
same throughout the experiment (Woodman, Luck, &
Schall, 2007). The target detection task was demonstrated
and practiced on its own for five trials at the beginning of
the experiment. For the other half of the exposure blocks,
participants still heard the tone sequences during exposure
but they did not perform a task on them (control
condition). The condition order (control or load first)
was counterbalanced across participants. Each half of the
exposure blocks consisted of eight blocks of exposure to
Bapa^ (A?Vp) and eight blocks of exposure to Bata^
(A?Vt). The order of these blocks alternated within each
half, but each type of exposure block occurred equally
often as the first one across participants. This resulted in
four lists (control first/load first × A?Vp /A?Vt first).

Each audiovisual exposure block was immediately follow-
ed by an auditory-only posttest phase. This test was similar to
the one completed during the calibration phase, except that
participants categorized only their three most ambiguous steps
(A?–1, A?, A?+1) by a button press as either Bapa^ or Bata.^
Each step was presented twice per block in random order.

Results and discussion

For all statistical analyses, generalized mixed-effect models
with a binomial linking function were implemented in R (R
Core Team, 2014) using the lme4 package (Bates, Mächler,
Bolker, & Walker, 2015). Random effects included by-
participant intercepts and by-participant random slopes for
repeated measures (Barr, Levy, Scheepers, & Tily, 2013).
The p values were estimated using Satterthwaite approxima-
tion for the degrees of freedom. No overdispersion was de-
tected. The model fits were appropriate, as checked by
inspecting the distribution of the binned residuals.

Tone detection performance To ensure that the participants
had been engaged in the target detection task during exposure,
a priori inclusion criteria were set for the performance in that
task. Participants had to have a false alarm rate of 50% or less
in the load condition, and of 10% or less in the control condi-
tion, to be included in any analyses. In addition, their hit rate
needed to exceed 20% and their d' score needed to be above
0.3. Hits were defined as responses given after target onset on
target trials. With these criteria applied, the false alarm rates of
the final sample of 24 participants were low in both conditions
(load condition, M = 9.31%, SD = 7.53%; control condition,
M = 0.46%, SD = 1.52%), and in the load condition, partici-
pants had a high hit rate (M = 91.32%, SD = 6.97%) and a high
d' score (M = 3.4, SD = 0.75). A generalized mixed-effect
model analyzing hit rates as a function of position (coded as
a centered numerical fixed factor) showed that target detection
did not vary across position;, that is, it did not vary as a func-
tion of when during the audiovisual syllable the target oc-
curred (β = – 0.073, SE = 0.09, p = .39). That is, participants
did not switch their full attention from the tone sequence to the
syllables at those moments when critical speech information
was being provided. Rather, participants sustained their atten-
tion to the tone stream.

Phonetic recalibration Figure 3 shows the categorization of
the auditory continuum at posttest as a function of step, expo-
sure condition, and load, and their possible interactions. A
generalized mixed-effect model was fit, with exposure (/p/ =
–0.5, /t/ = 0.5) and load (control = –0.5, load = 0.5) as contrast-

Fig. 3 Mean percentages of /p/ responses as a function of step, exposure,
and load in Experiment 1. Black squares show test data for the /p/
exposure condition, and gray dots those for the /t/ exposure condition.
Solid lines show the test data for the control condition, and dashed lines
those for the load condition. The aftereffect of recalibration is the
difference in /p/ responses after A?Vp exposure as compared to after
A?Vt exposure. Standard errors of the means are shown
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coded fixed factors and continuum step as a centered numer-
ical factor. By-subjects random slope adjustments were in-
cluded for load, exposure, step, and their interactions. As ex-
pected, participants gave more /p/ responses for more /p/-like
steps (Step: β = 0.5, SE = 0.01, p < .00001), but this sensitivity
to the continuum was not affected by load (Step × Load: β = –
0.08, SE = 0.1, p = .43). Furthermore, listeners recalibrated
their auditory phonetic categories in line with exposure, indi-
cated in that more /p/ responses were given after exposure to
A?Vp than after exposure to A?Vt (Exposure: β = – 1.22, SE =
0.24, p < .00001). The extent of phonetic recalibration did not
vary as a function of step (Exposure × Step: β = 0.18, SE =
0.11, p = .1), and load had no effect on categorization overall
(Load: β = 0.23, SE = 0.13, p = .09). However, as we predict-
ed, the availability of attentional resources affected recalibra-
tion: The effect of phonetic recalibration was larger in the
control than in the load condition (Exposure × Load: β =
0.76, SE = 0.22, p < .001). Post-hoc tests showed that recali-
bration occurred in both the control condition (Exposure: β =
– 1.59, SE = 0.31, p < .00001) and the load condition
(Exposure: β = – 0.82, SE = 0.17, p < .00001). The triple
interaction between step, exposure, and load was not signifi-
cant (β = – 0.32, SE = 0.22, p = .15).

Overall, these results provide evidence that the outcomes of
recalibration rely on listeners’ availability of attentional re-
sources during exposure. As compared to the control condi-
tion, the aftereffects in the load condition indicate that recali-
bration was less complete when participants’ attentional re-
sources were taken up by the extrinsic tone detection task
during exposure. In our study, performing the tone detection
task did not, however, deplete the resources available for the
processes contributing to recalibration, and as such did not
prevent recalibration.

Experiment 2

Experiment 1 provided evidence that the successful recalibra-
tion of auditory phonetic categories through visual speech
information requires that listeners dedicate attentional re-
sources to the contributing processes. Recalibration was re-
duced, though not eliminated, when participants monitored a
tone sequence for a lower-frequency target tone during expo-
sure than when they just heard the tones. Cross-modal pho-
netic recalibration works in two directions, however: As one
prior study has shown, when seeing a speech gesture that is
ambiguous, listeners use auditory information to disambiguate
the intended speech sound and recalibrate their visual phonetic
categories to the talker (Baart & Vroomen, 2010a).

In Experiment 2, we replicated this auditorily guided recal-
ibration of visual phonetic categories. Participants were ex-
posed to a visually ambiguous gesture V? accompanied by a
clear auditory sound (ApV?, AtV?), before being asked to

categorize a visual /ɑpɑ/–/ɑtɑ/ continuum. In the case of re-
calibration, we expected more categorizations at test to be in
line with the prior exposure. That is, more /p/ responses
should be given after exposure to ApV? than after exposure
to AtV?. Furthermore, we tested whether attentional resources
also contribute to the outcomes of this type of cross-modal
phonetic retuning. For this purpose, participants again either
only listened to tones in a sequence during exposure or mon-
itored the sequence for a target tone. If the outcomes of both
types of recalibration were reduced under load, then any of the
involved processes—that is, auditory/visual processing, inte-
gration, and/or recalibration—could require attentional re-
sources in order for listeners to efficiently adjust to a talker’s
idiosyncrasy. In contrast, if taxing auditory attentional re-
sources were to affect only the aftereffects of recalibrating
auditory phonetic categories in Experiment 1 but not the af-
tereffects of recalibrating visual phonetic categories in
Experiment 2, then attentional resources might be needed for
auditory processing and/or for the shift of the auditory pho-
netic category boundary. Because attentional resources were
taxed in the auditory domain, limiting these resources could
affect auditory processing, and as such the outcomes of recal-
ibration, only in Experiment 1, in which auditory speech per-
ception was challenging because listeners had to recognize an
auditorily ambiguous sound. If that were the case (and if at-
tentional resources are not shared across modalities), auditory
attentional load should not affect the auditory processing, and
hence reduce recalibration, in Experiment 2, in which the au-
ditory signal provided clear information about the speech
sound’s identity. Similarly, if attentional load were to reduce
the outcomes of recalibration only in Experiment 1 but not in
Experiment 2, then taxing auditory attentional resources could
have affected shifting of the boundaries of auditory phonetic
categories, but not those of visual phonetic categories. A need
for attentional resources for integration, however, would be
unlikely to explain this pattern of results, since the integration
process should be the same across experiments.

Method

Participants Twenty-four new participants completed
Experiment 2 (mean age = 20.38 years; 19 women, five
men), and an additional sample of nine participants completed
a pilot experiment. All of these participants were from the
same population as the participants in Experiment 1. Six ad-
ditional participants were excluded because they did not meet
the inclusion criteria set a priori, due to their low performance
in the target detection task.

Materials The materials were the same as in Experiment 1,
except that a visual speech continuumwas created on the basis
of the same selected /ɑpɑ/ and /ɑtɑ/ tokens. To create this
visual continuum (Baart & Vroomen, 2010a; van der Zande
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et al., 2013) in Adobe Premiere CS5 (Adobe Systems,
Mountain View, CA), the video tracks of these token were
overlaid and the opacity level of the /ɑpɑ/ video was system-
atically reduced in 5% increments from 100% to 0% in order
to create 21 continuum steps. Between 30% and 60%, six
additional steps at 2.5% increments were created. In total,
the continuum therefore had 27 steps. The step numbers ex-
press the relative opacity of the /ɑpɑ/ video. The first and last
frames of each video were duplicated six times to create a
visual fade in from black and a fade out to black. The same
amount of silence was added to the auditory tracks of the
endpoint tokens.

In a pilot experiment, nine participants categorized 17 select-
ed steps of the visual continuum (steps 0 [/t/], 15, 30, 33, 35, 38,
40, 43, 45, 48, 50, 53, 55, 58, 60, 85, and 100 [/p/]) by button
press as Bapa^ or Bata.^ The continuum steps were presented
eight times in a newly randomized order. The procedure was the
same as in the pilot experiment conducted for Experiment 1.
The results in Fig. 4 show that participants were sensitive to the
visual continuum and gave more /p/ responses to more /p/-like
steps. The same continuum was therefore used for the calibra-
tion phase of Experiment 2. Audiovisual exposure stimuli were
created by combining the steps of the visual continuumwith the
original audio tracks of the endpoint tokens.

Procedure The design and procedure were similar to those of
Experiment 1. The only difference was that during the cali-
bration phase, participants categorized steps from the visual
continuum. During audiovisual exposure, each participant’s
visual step closest to the 50% cutoff was presented

accompanied by the auditory endpoint Bapa^ (ApV?) or Bata^
(AtV?). At each visual-only posttest, participants received the
ambiguous step V? and its two adjacent steps V?–1 and V?+1
for categorization, twice in a random order. Attention was
taxed in the same way as in Experiment 1. Listeners either
performed or did not perform a target detection task on tone
sequences during this exposure. The same sequences were
presented as in Experiment 1. The experimental design can
be seen in Fig. 5.

Results and discussion

Tone detection performance The same inclusion criteria as in
Experiment 1 were applied to the participants with regard to
their performance in the target detection task. The 24 included
participants had a mean false alarm rate of 11.2% (SD =
11.51%) in the load condition and of 0.72% (SD = 1.62%)
in the control condition. Their hit rate in the load condition
was, on average, 85.76% (SD = 11.49%), and their average d'
score was 3.14 (SD = 0.88). The probability of a correct target
tone detection did not vary across positions within the se-
quence (β = – 0.07, SE = 0.09, p = .39), suggesting, again,
that participants did not switch their full attention to the sylla-
ble at critical moments.

Phonetic recalibration Figure 6 shows the mean percentages
of /p/ categorization responses to the visual continuum at post-
test as a function of step, exposure, and load. The results from
a generalized mixed-effect model produced evidence of recal-
ibration: At posttest, participants categorized more visual
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Fig. 4 Mean percentages of /p/ responses as a function of step on the visual continuum in the pilot study for Experiment 2. Step numbers express the
relative opacity of the /apa/ video. Error bars show the standard errors of the means
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steps as /p/ after exposure to ApV? than after exposure to
AtV? (Exposure: β = – 0.86, SE = 0.21, p < .0001). Unlike

in the visually guided recalibration in Experiment 1, directing
attention to an auditory task did not affect the outcomes of
auditory-guided recalibration. The size of the recalibration
aftereffect did not differ across attention conditions
(Exposure × Load: β = 0.25, SE = 0.22, p = .27). Load also
had no overall effect on categorization (Load: β = 0.09, SE =
0.12, p = .46), but participants’ sensitivity to the visual con-
tinuum (Step: β = 1.14, SE = 0.11, p < .00001) became more
categorical in the load than in the control condition (Step ×
Load: β = 0.23, SE = 0.11, p < .05). Recalibration did not vary
as a function of step (Exposure × Step: β = – 0.03, SE = 0.11, p
= .80), and the triple interaction between step, exposure, and
load was not significant (Exposure × Load × Step: β = 0.10,
SE = 0.23, p = .65). Listeners thus used auditory speech in-
formation to recalibrate their visual phonetic categories, but
directing attentional resources away to another auditory task
did not diminish the aftereffects.

General discussion

The goal of this study was to test whether taxing attentional
resources affects the outcomes of cross-modal phonetic recal-
ibration. In Experiment 1, during the exposure phase in a
standard cross-modal recalibration paradigm, the identity of
a phoneme was auditorily ambiguous but was disambiguated
by visual speech information. At test, participants categorized
the steps of an auditory continuum more often in line with
prior exposure, providing evidence for the recalibration of
auditory phonetic categories. In Experiment 2, the visual
speech information was ambiguous but was disambiguated
by auditory information. Here, at test, participants categorized
the steps of a visual continuum more often in line with expo-
sure, adding to the scarce evidence that listeners also recali-
brate visual phonetic categories when encountering talker id-
iosyncrasies in visual speech (Baart & Vroomen, 2010a; van
der Zande et al., 2013). Critical to the main goal of the study,
participants also always heard a tone sequence during expo-
sure in both experiments. Participants had to either ignore this
tone sequence or continuously monitor it for the occasional
occurrence of a lower-frequency target tone. Performing a task
on the auditory tone sequence reduced the outcome of cross-
modal recalibration only in the case in which visual speech
information guided the shift of auditory phonetic category
boundaries. However, the effectiveness of the recalibration
of visual phonetic categories was unaffected by the attention
manipulation. Together, these results suggest that auditory
processing and/or recalibration itself requires sufficient atten-
tional resources for listeners to adjust to a speaker. However,
although the distractor task affected the outcomes of recalibra-
tion, it did not prevent recalibration. Within the framework of
perceptual-load theory (Lavie, 1995), the distractor task may
not have been perceptually demanding enough to use up the

Fig. 6 Mean percentages of /p/ responses as a function of step, exposure,
and load in Experiment 2. Black squares show test data for the /p/
exposure condition, and gray dots those for the /t/ exposure condition.
Solid lines show the test data for the control condition, and dashed lines
those for the load condition. The aftereffect of recalibration is the
difference in /p/ responses after ApV? exposure than for after AtV?
exposure. Standard errors of the means are shown

Fig. 5 Illustration of the experimental procedure and design of
Experiment 2. During calibration and posttest, participants categorized
steps from a visual /ɑpɑ/–/ɑtɑ/ continuum. During audiovisual
exposure, participants received an ambiguous visual stimulus V?
accompanied by the unambiguous auditory token Bp^ (ApV?) or Bt^
(AtV?). Participants also heard tone sequences, which they monitored
for a lower-frequency target tone in the load condition but not in the
control condition. Participants completed a total of 32 exposure–test
sequences
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available attentional resources in order to fully prevent recal-
ibration. The unattended speech stimulus was therefore still
processed to some extent, and some recalibration occurred.

The primary goal of this study was to demonstrate the
importance of attentional resources for the outcomes of
cross-modal phonetic recalibration. Limiting the attentional
resources available in the auditory modality resulted in less
effective recalibration of auditory phonetic categories, be-
cause recalibration itself and/or the processes involved in au-
diovisual speech perception may require such resources. One
possibility is that the availability of attentional resources mod-
ulates recalibration, because attentional resources may be
needed for the evaluation of auditory and visual speech infor-
mation. When processing audiovisual speech, both auditory
and visual speech information are evaluated and integrated
into a unitary percept. Attention selects stimuli for further
processing. Imposing load—that is, reducing the resources
available for speech perception—can interfere with the senso-
ry encoding of auditory speech. As a result of attentional load,
listeners are less able to process acoustic detail (e.g., Mattys
et al., 2014; Mattys & Palmer, 2015), and phonemes thus
become less discriminable (Mattys & Wiget, 2011). Lesser
matches of incoming information with mental representations
suffice, then, for recognition. In the present experiments, di-
verting attentional resources to another auditory task could
have reduced detailed processing of the auditory information.
In Experiment 1, under load, participants may have had less
information about the actual (auditory) idiosyncrasy, render-
ing recalibration more difficult. In Experiment 2, load may
have had no effect on auditory processing because the pro-
cessing of the clear auditory input was less demanding.
Reducing the availability of attentional resources for auditory
processing thus may have only affected listeners when the
auditory input was more difficult to process, as in the case
when the sound was rendered ambiguous by a talker idiosyn-
crasy. As such, the recalibration only of auditory phonetic
categories, and not of visual phonetic categories, was affected.

Given our results, it seems unlikely that the load imposed
by the auditory distractor task could have impacted visual
processing, since it is unclear, then, why load would have
affected the outcomes of recalibrating only auditory, but not
visual, phonetic categories. The few prior studies examining
whether auditory perceptual load can affect visual processing
have shown mixed results (Berman & Colby, 2002;
Houghton, Macken, & Jones, 2003; Murphy & Greene,
2017; Rees, Frith, & Lavie, 2001). Nonetheless, overall the
literature suggests that while resources are at least partially
shared audiovisually in spatial attention, object-based atten-
tion (which we manipulated in our study) taps into modality-
specific pools of attentional resources unless a primary task
needs to be prioritized over a secondary task to give a speeded
response (Wahn & König, 2017). In our study, the processing
of visual speech itself thus may have been unaffected by load.

More research will be needed, however, on the exact circum-
stances under which resources are, or are not, shared cross-
modally in speech perception.

It also seems unlikely that loading attentional resources
could have affected the integration process that cross-modal
phonetic recalibration seems to depend upon (Vroomen &
Baart, 2009a). The integration of audiovisual speech has tra-
ditionally been regarded as automatic, and thereby as
preattentive (e.g., Colin et al., 2002; Massaro, 1987;
Rosenblum & Saldana, 1996; Soto-Faraco et al., 2004).
More recent work, however, has suggested otherwise (Alsius
et al., 2005; Alsius et al., 2007). In these studies, participants
received McGurk stimuli in which the simultaneous presenta-
tion of a visual /k/ and an auditory /p/ resulted in reports of /t/.
The proportion of these reported fusion responses was re-
duced when resources were taken up by a secondary task, in
which participants had to detect an immediate repetition in a
stream of either pictures or environmental sounds. However,
traditionally, this 1-back task has been interpreted as relying
largely on working memory resources (e.g., Jaeggi,
Buschkuehl, Perrig, & Meier, 2010; Wilhelm, Hildebrandt,
& Oberauer, 2013). Limiting working memory may thus have
affected speech perception in these studies.

Clearer evidence for a potential use of attentional resources
in audiovisual integration has come from a replication with a
tactile task (Alsius et al., 2007), in which McGurk fusion
responses were less likely when participants had to detect a
certain target stimulus in a stream of tactile events (0-back
task). Importantly, the tactile task had no influence on recog-
nizing unimodally presented speech, suggesting that attention-
al resources affected the modality-general levels of processing
in audiovisual speech perception. These results were, howev-
er, only found when load was manipulated as a within-
subjects variable, and not replicated in a second study with a
between-subjects manipulation. Furthermore, although
McGurk fusion responses were interpreted in these studies
as a measure of integration, in reality they can at best show
only a visual influence on auditory processing (Tiippana,
2014). Visual influence can, however, also occur on trials in
which fusion responses are not reported (Brancazio & Miller,
2005). McGurk responses, therefore, do not fully capture vi-
sual influences. Load may also affect visual influences on
early auditory processing. In an electrophysiological study
(Alsius et al., 2014), monitoring a rapid stream of pictures
for a target reduced change in the latency of the auditory-
evoked N1 commonly observed in audiovisual speech when
compared to auditory speech. Load may hence modulate
cross-modal influences. However, visual load could have in-
stead impacted the processing of visual speech, thus decreas-
ing the extent to which visual information interacted with the
processing of auditory speech. The prior evidence that inte-
gration in audiovisual speech perception requires attentional
resources is therefore still inconclusive. In line with the
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current state of the literature, it seems unlikely that limiting
attentional resources could have affected listeners’ ability to
integrate information extracted from the two modalities into a
cohesive unitary percept, thereby reducing recalibration. The
same integration process takes place whether or not the audi-
tory and/or visual information is ambiguous. It is therefore
unclear why limiting attentional resources would only affect
the integration process involved in the recalibration of audito-
ry phonetic categories, and not that involved in the recalibra-
tion of visual phonetic categories.

In summary, load could have affected recalibration indi-
rectly by impacting the processing of audiovisual speech. It
seems unlikely, however, that taxing auditory attentional re-
sources affected visual processing or the efficiencywith which
listeners combined information to recognize what was said.
Rather, it remains possible that taxing auditory attentional
resources limited how much information could be extracted
from the auditory speech signal, thereby limiting recalibration.
This restriction, however, only had an effect on recalibration
when the auditory processing was already more difficult be-
cause the stimulus was ambiguous, and as such when listeners
had to shift the boundaries of auditory phonetic categories.
Alternatively, or additionally, recalibration itself could require
attentional resources. Limiting attentional resources in the au-
ditory modality could have affected listeners’ ability to shift
the boundaries of auditory phonetic categories. Both explana-
tions predict that if loadweremanipulated through an extrinsic
task in the visual domain, the outcomes of recalibrating visual
phonetic categories, but not of recalibrating auditory phonetic
categories, would be affected. Although cross-modal recali-
bration is a well-replicated phenomenon, its underlying mech-
anisms are not well understood, making it difficult to outline
exactly how recalibration may rely on attention.

Attentional resources thus play a role in listeners’ ability to
recalibrate phonetic categories to talker idiosyncrasies. In con-
trast, working memory resources seem not to be involved
(Baart & Vroomen, 2010b). In a recent study by Baart and
Vroomen (2010b), working memory resources were taxed by
asking participants to hold a letter or the spatial location of a
dot in memory during a standard recalibration paradigm.
Performing these tasks did not interfere with cross-modal pho-
netic recalibration. However, as the authors cautioned, work-
ing memory resources may not necessarily have been taxed
during the critical audiovisual exposure phase.Workingmem-
ory resources thus could also play a role if memory is contin-
uously taxed, as attentional resources were taxed here.

The finding that the outcomes of cross-modal phonetic re-
calibration rely on the availability of attentional resources
dovetails with those of recent work showing that attentional
resources may also contribute to lexically guided phonetic
retuning and other types of perceptual learning. The extent
to which auditory phonetic categories are retuned through
lexical information is reduced when listeners are engaged in

an auditory distractor task during exposure (Samuel, 2016).
Limiting auditory attention thus also affects at least some of
the processes involved in lexically guided retuning. However,
when participants can share their attention between an extrin-
sic visual task and speech processing during exposure, recal-
ibration is unaffected (Zhang & Samuel, 2014). The attention-
al skill set of the listener is important for recalibration, even in
situations in which no extrinsic task is performed: Older lis-
teners’ general ability to switch attention between stimuli, but
not their ability to selectively attend to some information
while ignoring other information, predicted the size of their
aftereffects (Scharenborg, Weber, & Janse, 2014). More pre-
cisely, those older adults who were generally better at
switching attention showed more lexically guided phonetic
retuning. Taking these findings together with our results, at-
tention contributes to phonetic recalibration, no matter wheth-
er it is guided by lexical or perceptual information.

Attention generally seems to play a role in perceptual learn-
ing, since its contribution can also be observed for other types
of perceptual learning (e.g., Adank & Janse, 2010; Huyck &
Johnsrude, 2012; Janse & Adank, 2012). For example, prior
exposure to noise-vocoded speech only benefited listeners for
recognition at test if they previously had attended to the noise-
vocoded speech during exposure (Huyck & Johnsrude, 2012).
If listeners’ attention during exposure was diverted to a com-
peting auditory or visual task, their performance was similar to
that when no prior exposure was given. Attention to the crit-
ical speech stimuli, however, is not always necessary for
learning to occur (e.g., Seitz et al., 2010; Wright, Sabin,
Zhang, Marrone, & Fitzgerald, 2010). Together, these results
suggest that attention is important for allowing listeners to
flexibly adjust to recent experiences with speech.

In addition to demonstrating that effective outcomes from
cross-modal recalibration require attentional resources, our
results provide further support that listeners also recalibrate
their visual phonetic categories (Baart & Vroomen, 2010a;
van der Zande et al., 2013). Talker variability affects speech
in both modalities. Listeners are sensitive to the variability in
production across talkers and to the consistency within talkers
in both modalities (e.g., Heald & Nusbaum, 2014; Magnuson
& Nusbaum, 2007; Wong, Nusbaum, & Small, 2004; Yakel
et al., 2000). Listeners can use auditory information to disam-
biguate visual speech in cases in which an idiosyncrasy ren-
dered the visual speech information ambiguous. Listeners can
furthermore also use lexical information in a similar vein (van
der Zande et al., 2013). The use of lexical information be-
comes particularly relevant when both the auditory and visual
speech are ambiguous, due to an idiosyncratic pronunciation.
Lexical information, however, recalibrates visual phonetic
categories directly, and not indirectly via the recalibration of
auditory categories (van der Zande et al., 2013). Listeners also
use talkers’ idiosyncratic realizations of visual speech to form
representations of these talkers’ identities (Jesse & Bartoli,
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2018). These representations allow listeners to recognize
talkers even from new utterances. Overall, listeners are sensi-
tive to a talker’s idiosyncratic way of speaking in both modal-
ities and adjust their representations in order to better recog-
nize the talker’s speech, in addition to building identity repre-
sentations so as to recognize the talkers themselves.
Recalibrating visual phonetic categories helps listeners
keep their audiovisual speech perception system opti-
mized to their conversational partner. Audiovisual
speech provides an important interface for more reliable
and efficient recognition of speech. By flexibly accom-
modating to talkers, listeners can ensure that visual
speech information can optimally aid recognition.

Conclusions

During our everyday conversations, people often perform
multiple tasks at the same time, and thus have to distribute
attentional resources across these tasks. Our results show that
focusing on another auditory task reduces listeners’ ability to
process critical auditory information and/or to recalibrate au-
ditory phonetic categories. Listeners’ ability to accommodate
a talker idiosyncrasy in the auditory modality was hence neg-
atively impacted. The outcomes of cross-modal recalibration
thus rely on the availability of sufficient attentional resources
in the modality for processing and/or recalibration in that same
modality. Cross-modal recalibration is an efficient, powerful
mechanism that optimizes listeners’ speech perception system
to new experiences, if sufficient attentional resources are
available to the listener.
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