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Ab stract—The qual ity of sim u la tion of model fields is an a lyzed de pend ing on the as sim i la tion of var i -
ous types of data us ing the PDAF soft ware prod uct as sim i lat ing syn thetic data into the NEMO global
ocean model. Sev eral nu mer i cal ex per i ments are per formed to sim u late the ocean–sea ice sys tem. Ini -
tially, free model was run with dif fer ent val ues of the co ef fi cients of hor i zon tal tur bu lent vis cos ity and
dif fu sion, but with the same at mo spheric forc ing. The model out put ob tained with higher val ues of these 
co ef fi cients was used to de ter mine the first guess fields in sub se quent ex per i ments with data as sim i la -
tion, while the model re sults with lower val ues of the co ef fi cients were as sumed to be true states, and a
part of these re sults was used as syn thetic ob ser va tions. The re sults are analyzed that are assimilation of
var i ous types of ob ser va tional data us ing the Kalman fil ter in cluded through the PDAF to the NEMO
model with real bot tom to pog ra phy. It is shown that a de gree of improving model fields in the pro cess
of data as sim i la tion is highly de pend ent on the structure of data at the in put of the as sim i la tion pro ce -
dure.
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1. IN TRO DUC TION

Ocean cir cu la tion mod els along with at mo spheric hy dro dy namic mod els or cou pled with them are the
main tool for pre dict ing the cli mate sys tem state on the timescales from sev eral days to months and cen tu -
ries. How ever, un cer tain ties both in for mu lat ing and parameterizing phys i cal pro cesses and in spec i fy ing
ini tial and bound ary con di tions lead to in ac cu ra cies in the sim u la tion of hydrophysical fields. The abil ity of 
the model to pre dict changes in the ocean state at not too large timescales sig nif i cantly de pends on ini tial
con di tions. Pre paring such con di tions is the task of data as sim i la tion, which is an im por tant com po nent of
op er a tional ocean og ra phy sys tems [1–3, 5, 6].

The au thors of [22] pres ent the sys tem for data as sim i la tion us ing the Kalman fil ter im ple mented in the
PDAF (Par al lel Data As sim i la tion Frame work) soft ware prod uct (also see [21], http://pdaf.awi.de), that can 
be used to gether with the NEMO ocean cir cu la tion model. The au thors of this sys tem showed that the in -
cor po ra tion of the PDAF leads only to a small reduction of the speedup of the NEMO model itself. The au -
thors of [17, 25] suc cess fully used the PDAF jointly with the ide al ized NEMO con fig u ra tion cor re spond ing 
to a double ocean gyre in a rect an gu lar ba sin. Here, the re sults of the PDAF ap pli ca tion to the global ocean
model with real bot tom to pog ra phy are pre sented. 

The NEMO (as well as the Kalman fil ter) is used by many au thors to solve var i ous prob lems with the
same parameterizations for sim i lar spa tial res o lu tions. The pres ent pa per as sumes that one of the mod el ing
states ob tained with low dis si pa tion co ef fi cients is “true” and is com pared with the model val ues ob tained
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with high dis si pa tion co ef fi cients; it is as sessed how the used al go rithm ap prox i mates a gen eral state of the
sim u lated sys tem to the “real” one.   

The objective of the present paper is to analyze the results of assimilation of observational data of vari-
ous types using the LETKF (Local Ensemble Transform Kalman Filter) [16]. It is included through the
PDAF to the NEMO model with real bottom topography, which has not been considered in the previous
publications. The problem statement with the brief description of the NEMO is given in Section 2. Section 3
presents the results of two numerical experiments with free model runs, whose values were subsequently
used to form a set of synthetic observations and to assess data simulation efficiency. Section 4 briefly
describes the assimilation technique. In Section 5 we compare the results of assimilation of different
synthetic oceanographic fields with LETKF filter. Section 6 presents conclusions.

2. PROB LEM STATE MENT

The NEMO 4.0 ocean model [20] was used as a prog nos tic model in the data as sim i la tion pro ce dure.
The model is based on prim i tive equa tions de scrib ing ocean hydrothermodynamics with a free level,
coupled to the SI3 ther mo dy namic sea-ice model [24] with elas tic-viscous-plastic rhe ol ogy [26]. The sim u -
la tions with the ORCA1 model con fig u ra tion were per formed. In this con fig u ra tion, the cal cu la tions are
car ried out on the tripolar grid with a hor i zon tal res o lu tion of 1° ́  1° in the mid-latitudes, with a de crease in
the horizontal resolution along the latitude in the subequatorial zone to 1/3° (»37 km) at the equa tor and
with a spe cific lo ca tion of grid points (that dif fers from the lat i tude-longitude one) in the north ern po lar re -
gion (a typ i cal horizontal resolution here is »50 km). The model has 75 non uni form ver ti cal lev els. The ice
cover at the ini tial time mo ment was as sumed to be pres ent in the ar eas where sea sur face tem per a ture
(SST) ac cord ing to WOA13 data [19, 27] did not ex ceed 0°C, with the ini tial ice con cen tra tion equal to
90%. The ice thick ness in this ini tial dis tri bu tion was as sumed equal to 3 m in the North ern Hemi sphere and 
1 m in the South ern Hemi sphere, and the snow depth in both hemi spheres was 0.3 m. The more de tailed de -
scrip tion of the model con fig u ra tion is given in [8, 9].  

The preparation for the assimilation included two numerical experiments on the simulation of the
ocean–sea ice system (hereinafter, the experiments E1 and E2) without data assimilation performed with the
same atmospheric forcing (data from the DFS5.2 dataset [11] for 1996), but with different values of
coefficients of horizontal turbulent viscosity and diffusion (the similar technique was applied in [7]). Model 
data obtained with higher values of the coefficients (in the experiment E2) were used as first guess fields in
subsequent experiments with data assimilation, while model data with lower values of the coefficients (in
the experiment E1) were interpreted as a true state, and a part of these data was used to generate synthetic
observations, which are used at the input of the assimilation procedure. The values of the coefficients of
horizontal turbulent viscosity and diffusion used by the Laplace operator in the experiment E2 were
specified 1.5 and 2 times higher than those in the experiment E1 (the coefficients of horizontal turbulent
viscosity for the E1 and E2 were assumed equal to 1700 and 2500 m2/s, the diffusion coefficients were 700
and 1500 m2/s, respectively). Both experiments also took into account the effects of subgrid eddy-induced
turbulence using the algorithm of [13], whose influence depends on the slope of isopycnic surfaces and
Rossby deformation radius. A degree of the eddy effects is controlled by the eddy coefficient, that was 3 times 
higher in the E2 than in the E1 (1000 and 3000 m2/s, respectively, for the E1 and E2). The vertical turbulent
mixing was computed using one of the NEMO schemes, namely, TKE Turbulent Closure Scheme [20],
where the coefficients of vertical turbulent viscosity and diffusion are assumed proportional to kinetic
energy of turbulence. Changes in this energy were evaluated from the prognostic equation, where they
are determined by the generation due to the vertical velocity shear, the suppressing effect of the stable
density stratification (characterized by the Brunt–Vaisala frequency), vertical diffusion and dissipation
[4]. When solving the equation, the parameterization of characteristic scales of mixing length and dissi-
pation was used (see [20]).

Each of the two ex per i ments in cluded two in te gra tion stages. The ex per i ments dif fered, as noted above,
in the model val ues of the co ef fi cients of tur bu lent vis cos ity and dif fu sion. At the first stage, the run started
at rest, with January climatological tem per a tures and salinities from the WOA13 at las and was car ried out
for the yearly time pe riod: Jan u ary 1–De cem ber 31, 1996 with the at mo spheric forc ing from the DFS5.2
dataset [11]. The tur bu lent com po nents of the to tal flux of heat, mois ture, and mo men tum (wind stress)
were cal cu lated based on these data us ing the bulk for mu las and the CORE (Co or di nated Ocean Re search
Ex per i ments) al go rithm [18], where the model SST, that im i tates the at mo sphere–ocean in ter ac tion, was
also taken. At the sec ond stage, the in te gra tion was re peated with the same at mo spheric forcings for Jan u -
ary 1–De cem ber 31, 1996, but from ini tial con di tions ob tained at the end of the yearly in te gra tion at the
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first stage (De cem ber 31, 1996). Such two-stage in te gra tion was per formed to overcome the adjustment
procedure during the ocean state ad ap ta tion to the ex ter nal at mo spheric forc ing.

It was as sumed that the model fields ob tained in the ex per i ment E1 in di cate the true state, from which
syn thetic ob ser va tions were sub se quently ex tracted. Ob ser va tional data cre ated in such way were used at
the in put of the data as sim i la tion pro ce dure, where the model con fig u ra tion used in the ex per i ment E2 was
used as a com put ing core to ob tain the first guess field. 

Data of these two ex per i ments ob tained as a re sult of sim u la tions were used for the intercomparison, and 
data from the ex per i ment E1 were sub se quently com pared to the sim u la tions, where dif fer ent types of syn -
thetic ob ser va tions were as sim i lated.

3. PRE PA RA TORY EXPERIMENTS FOR DATA AS SIM I LA TION E1 AND E2

All model outputs are archived as successive five-day means throughout the entire model simulation for
1996. In the experiments with data assimilation, the model fields obtained at the analysis step with
corresponding analysis increments were also stored.

The results of simulations in the preparatory experiments, where free model runs without data
assimilation were performed, demonstrate that kinetic energy averaged over the whole World Ocean (KE
calculated as 0.5(U 2 + V 2), where U and V are the five-day averages of the horizontal velocity components) 
in the E2 is 17% smaller than in the E1. The greater contribution to this reduction is made by the Southern
Hemisphere (KE in the E2 is ~23% smaller than in the E1). The value of KE on the ocean surface changed
insignificantly: approximately by 6%, which is explained by the predominant influence on the KE of the
surface layer forced by the same data on wind speed in both experiments. Nevertheless, differences in
hydrological fields in the water column between the two experiments are essential.

A com mon pat tern of the geo graphic dis tri bu tion of such dif fer ences is that their high est val ues are
ob served in the ar eas of strong jet currents. Max i mum dif fer ences (the de vi a tions of the E2 from the E1)
in wa ter tem per a ture (to ~5°C) were registered on the ocean sur face both in the South ern Hemi sphere (in
the north ern branch of the Ant arc tic Cir cum po lar Cur rent (the neg a tive de vi a tions are ob tained here), in
the south ern branch of the Bra zil ian Cur rent and the area, where the Antarctic Circumpolar Current meets 
the Agulhas Cur rent (Agulhas retroflection re gion), and in the north ern branch of the East Aus tra lian Cur -
rent (pos i tive de vi a tions are mainly reported here)) and in the North ern Hemi sphere (in the ar eas of the Gulf 
Stream and Kuroshio, where both pos i tive and neg a tive de vi a tions were seen). The pos i tive de vi a tions of
SST (~2°C) are also ob served in the ar eas of Pa cific trade winds. They are ob served at large depths: they
reach ~4°C at the horizon of 500 m and ~2°C at the ho ri zon of 1000 m. In the South ern Hemi sphere at the
depth of 1000 m, these de vi a tions are ba si cally pos i tive; in the North ern Hemi sphere, the de vi a tions are
neg a tive and are sit u ated in the area of the cold Ca nary Cur rent. 

Maximum differences in salinity on the ocean surface between the experiments E2 and E1 are also
registered in coastal regions (especially in the Arctic). At large depths, the location of the regions with
significant differences in salinity between these two experiments coincides with the areas of maximum
temperature differences. At the horizon of 500 m, the salinity differences reach ~0.5 psu (practical salinity
unit). At the depth of 1000 m, the value of positive deviations of the E2 from the E1 is small: ~0.1 psu, but
about –0.4 psu for the negative deviations of the E2 from the E1 in the area of the Canary Current. 

Due to the changes in the den sity field caused by the tem per a ture and sa lin ity dif fer ences, the changes in 
the sea surface level z also oc curred due to steric ef fects (Fig. 1a). In the South ern Ocean, the dif fer ences in 
z of both signs be tween the E2 and E1 ex ceed 30 cm. In the North ern Hemi sphere, the dif fer ences in z are
smaller: the pos i tive dif fer ences are equal to about 10 and 15 cm in the area of the Gulf Stream and
Kuroshio, re spec tively, where  pos i tive de vi a tions are ob served. In the zone of trade winds, pos i tive de vi a -
tions in z are about 5–7 cm.

4. DATA AS SIM I LA TION METHOD

Lo cal en sem ble trans form Kalman fil ter (LETKF). The en sem ble-based data as sim i la tion is a nat u ral
approach to the as sess ment of un cer tainty in model fore casts and to the improvement of the ini tial state. The 
pres ent study uti lizes a widely used Kalman fil ter LETKF [16]. The en sem ble members are evolved in ac -
cor dance with the model equa tions (fore cast step) dur ing a cer tain time in ter val called an as sim i la tion win -
dow. Then, the de vi a tions of ob ser va tional data ac cu mu lated dur ing this in ter val from the state of the model 
vari ables called first guess fields are cal cu lated. The de vi a tions ob tained in such way (at the anal y sis step) 
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are used to compute cor rec tions to the first guess fields pro vid ing the op ti mum es ti mate of the sys tem
state at the cur rent moment.

The task of the local ensemble Kalman filter is the computation of the ensemble of analyses consisting
of N realizations{xa(i), i = 1, 2,..., N} based on the information obtained at the forecast step (from the first
guess) {xb(i), i = 1, 2,…, N}, as well as based on the information contained in observational data (the
observation vector Y) compared with the model simulations through the use of the observation operator
H(x). According to LETKF, the ith ensemble member of the analysis can be calculated as follows:

x x Xa i a a i( ) ( )= < > + (1)

where the en sem ble mean value of the anal y sis < xa > is com puted us ing the for mula

RUSSIAN METEOROLOGY AND HYDROLOGY   Vol. 46   No. 2   2021 

EVALUATING EFFECTS OF OBSERVATIONAL DATA ASSIMILATION 97

Fig. 1. The mean dif fer ences be tween the re sults of sim u la tion of the sea level z (cm) in the (a) E2, (b) ASSH, (c) AT, (d)

AT_S, (e) AT_S_SSH, (f) AT_S_SSH_25 ex per i ments and the data of the Å1 ex per i ment for the val ues av er aged over De -
cem ber 1996.



< > = < > + - + - < >- - -x x X I Y R Y Y R y ya b b b b b bN[( ) ( ) ] ( ) ( )1 1 1 1T T (2)

and Xa(i) is the ith col umn of the ma trix Xa:

X X I Y R Ya b b bN N= - - + - -(( )[ ( ) ( ) ] ) /1 1 1 1 1 2r T , (3)

R is the di ag o nal covariance ma trix of ob ser va tion er rors.

Here, I is the identity ma trix; r < 1 is the for get ting fac tor [23], that per forms multi pli ca tive in fla tion of

the en sem ble; Xb is the ma trix of de vi a tions from the mean of the first guesses; Yb is the ma trix, whose ith
col umn is cal cu lated as Yb(i) = H(xb(i)) – <yb>; < yb> is the average over i of H(xb(i)), i = 1,..., N.

To damp long distance covariances a localization of covariance matrices R in ensemble-based Kalman
filters is required for data assimilation into large-scale models [14, 15]. 

Following [16], the calculations in this realization of the filter are carried out independently for each
vertical water column taking into account observational data situated in the local area near the selected grid
point with a specified influence radius. For local observations, the elements of the observation error matrix
are weighted according to their horizontal distance from the water column using a function decreasing with
distance. This function is the 5th order polynomial [12], whose form is similar to the Gaussian function.
The weight function is isotropic and monotonously decreases with distance from the grid point to the
influence radius. The function is positive for the distances which are smaller than the influence radius, and
is equal to zero otherwise.

The gen er a tion of the en sem ble of anal y ses and fil ter pa ram e ters. The LETKF as sim i lates ob ser va -
tional data con sec u tively over time. For this pur pose, the en sem ble of model re al iza tions is used, the mean
of which is an es ti mate of the cur rent state, and the vari ance char ac ter izes un cer tainty of this es ti mate. The
ini tial en sem ble of 20 mem bers was cre ated us ing 20 con sec u tive states at the end of each day (av er aged
over 6 hours) ob tained in the E2 start ing from Jan u ary 1, 1996 for all model fields, which constitute the
state vec tor: sea sur face height z, wa ter tem per a ture T, sa lin ity S, and hor i zon tal com po nents of the ve loc ity
of cur rents (U, V).

The fore cast en sem ble is com puted by in te grat ing the NEMO equa tions for each of 20 en sem ble mem -
bers within “the as sim i la tion win dow” equal to 1 day in these ex per i ments. Af ter the in te gra tion on the
1-day prog nos tic in ter val, at the anal y sis step (at the end of ev ery day), the op ti mum es ti mate for the in -
cre ments of oce anic fields at the cur rent mo ment is cal cu lated, and the en sem ble of the model states is
cor rected by add ing the in cre ments to the first guess fields.

The LETKF pa ram e ters were the fol low ing: 

—the en sem ble in cluded N = 20 mem bers;

—the for get ting fac tor was as sumed equal to r = 0.95;

—the influence ra dius of ob ser va tions for the weight func tion was spec i fied equal to 3.5°. 

The set of the fields ob tained in the E1 is con sid ered rep re sent ing the true state and is used to cre ate syn -
thetic ob ser va tions. Such ob ser va tions were the re sults of cal cu la tions in the E1 at the 2° global grid points
av er aged over 6 hours at the end of each day, to which ran dom noise simulating the ob ser va tion er rors with
spec i fied stan dard de vi a tions (SD) was added:

Pa ram e ter

Noise SD

z , cm

2.0

T, °C

0.2

S, psu

0.2

Us, cm/s

1.0

Vs, cm/s

1.0

The ex per i ments and re sults of the mod el ing pre sented in the given pa per are sum ma rized in Ta ble 1 to -
gether with the corresponding root-mean-square deviation (RMSD) from the “true” sur face ocean char ac -
ter is tics.

5. EX PER I MENTS WITH ASSIMILATION
OF SYN THETIC OB SER VA TIONS

The main aim of the pres ent study is to eval u ate the ca pa bil i ties of the PDAF soft ware, that uses the lo -
cal en sem ble Kalman fil ter. Eval u a tion is done by ex am ple of as sim i la tion of syn thetic ob ser va tions in the
NEMO global model for the sub se quent ap pli ca tion of the PDAF to the as sim i la tion of real ocean o graphic
data. Due to the low hor i zon tal res o lu tion of the model, that is in suf fi cient for a good res o lu tion of ocean
dy nam ics, and high co ef fi cients of vis cos ity and dif fu sion, ki netic en ergy in the ex per i ments with data as -
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sim i la tion al most does not dif fer from the val ues in the E2. How ever, pre lim i nary ex per i ments per formed
on the 0.1° grid dem on strate an in crease in ki netic en ergy at the as sim i la tion of sea surface level z.

Assimilation of surface data. In this series, three experiments imitating the assimilation of data on the
ocean surface were carried out. Data of z were used at the input of the assimilation procedure only for the
areas, where SST was positive. Only the sea level z was assimilated in the ASSH experiment, and SST (Ts)
was assimilated jointly with z in the ASUR experiment. In the AUV experiment, only horizontal com-
ponents of surface currents (Us, Vs) were assimilated; this experiment was carried out to assess the effect of
including information about surface currents estimated from altimetry measurements to the assimilated
data. 

The comparison of the results of the AUV with the E2 reveals that the assimilation of horizontal
components of surface currents does not lead to the improved simulation of model fields, which may be ex-
plained by the low model resolution (see Tables 1 and 2). The assimilation of z leads to more accurate
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Table 1. The description of the experiments and the RMSD from the “true” state (data of the E1 experiment) for
the sea surface level, water temperature, and salinity on the ocean surface averaged over the model December 1996

Ex per i ment De scrip tion of the ex per i ment
RMSD

z, cm Ts, °C Ss, psu

E1

E2

ASSH
AUV
ASUR

AT
AT_S

AT_S_SSH

AT_S_SSH_25

The control experiment imitating the true model state of the
ocean
The experiment without data assimilation carried out with higher 
(as compared to the E1) values of coefficients of turbulent  
viscosity and diffusion used to obtain first guess fields in the
experiments with assimilation of various types of data 
The assimilation of only sea surface level
The assimilation of only sea surface currents
The joint assimilation of data on the sea surface level and sea
surface temperature
The assimilation of temperature profiles to the depth of 2000 m
The joint assimilation of profiles of temperature and salinity to
the depth of 2000 m
The joint assimilation of Ts and z with profiles of temperature
and salinity to the depth of 2000 m; 20 ensemble members
The assimilation of Ts and z with profiles of temperature and
salinity to the depth of 2000 m; 25 ensemble members

–

4.8

2.0
4.7
2.2

3.5
2.9

2.7

2.1

–

0.42

0.43
0.43
0.30

0.29
0.28

0.28

0.27

–

0.21

0.23
0.23
0.20

0.21
0.17

0.16

0.16

Ta ble 2. The root-mean-square of wa ter tem per a ture and sa lin ity from the true val ues av er aged over the global sim -
u la tion do main for De cem ber 1996 at the ho ri zons of 500 and 1000 m in dif fer ent ex per i ments 

Ex per i ment
RMSD for T, °C RMSD for S, psu

z = 500 m z = 1000 m z = 500 m z = 1000 m

E2
ASSH
AUV
ASUR
AT
AT_S
AT_S_SSH
AT_S_SSH_25

0.45
0.40
0.45
0.40
0.22
0.19
0.24
0.19

0.18
0.14
0.18
0.14
0.10
0.09
0.10
0.08

0.054
0.055
0.054
0.060
0.036
0.033
0.036
0.030

0.023
0.022
0.023
0.021
0.018
0.018
0.018
0.016



simulation of the sea level surface with a significant decrease in RMSD of z from the true state (the E1 data
are taken as this state): RMSD from the true values calculated for the entire World Ocean at the end of the
model simulation decreases by ~60% (see Table 1).

Figure 2 presents RMSDs of the sea surface level z in the ASSH from the values of z obtained in the E1.
Without the assimilation of z , the global averaged RMSD in the E2 from the data in the E1 is about 5 cm.
When z is assimilated, RMSD decreases by two times after 8 months of data assimilation and reaches ~2 cm
at the end of the simulation, it approaches the prescribed observation error of z. Due to the high spatial
variability of the Southern Ocean and its stronger currents, RMSD of sea level in the E2 decreases more
slowly there: only in late October it decreased twice and reached the value of ~2.5 cm at the end of the si-
mulation. As the difference in z between the E2 and E1 in the equatorial zone in March to August is less
than 2 cm (i.e., the prescribed observation error of z , line 4 in Fig. 2), RMSD in that period in the E2
decreases insignificantly as compared to the E1. However,  it is almost twice smaller for the other months
of the simulation period.

The assimilation of data on z alone significantly improves an agreement between the model values of z
and the real values of sea level (Fig. 1b), but does not lead to the improved simulation of surface tempe-
rature and salinity fields (Table 1). However, there is a certain improvement in the simulation of the tempe-
rature field at  deeper horizons: the global averaged RMSD difference in temperature between the ASSH
and E1 at the end of the simulation decreased by more than 10 and 20% at the horizons of 500 and 1000 m,
respectively (Table 2). This result agrees with the data from paper [10], whose authors revealed a decrease
in the model temperature differences from the Argo buoy data at the depth of ~2000 m in case of
assimilating real ten-day data on z. Such improvement may be explained by the fact that velocity varies
little in the deep ocean layers and is basically determined by barotropic processes, whose simulation is
improved through the assimilation of z. There is no such improvement for the salinity field in this
experiment.

The joint assimilation of z and SST (Ts) (the ASUR experiment) improves the simulation of z , as well as 
in the ASSH, and leads to the accelerated decrease in RMSD by about a month and to similar results at the
end of the model simulation. The coupled assimilation of z and Ts improves the simulation of the
temperature field both on the ocean surface and at deeper levels: the global averaged RMSD for SST in the
ASUR at the end of the simulation decreased by ~30%; at the horizons of 500 and 1000 m, the RMSD
decrease is the same as in the ASSH. At the same time, as compared to the ASSH, the temperature
distribution at the depth of 1000 m in the Indian Ocean (south of Australia) and in the area of the Canary
Current in the ASUR is simulated better than in the ASSH. However, in a dynamically active region
southeast of Africa, RMSD in the ASUR experiment is higher than in the ASSH, but is by ~25% smaller as
compared to the E2. Like in the ASSH, the simulation of the salinity field in the ASUR is rather worsened
than improved north of 40° N off the western coast of North America.

Assimilation of three-dimensional data. In the next series, two experiments were performed: the first
experiment assimilates only water temperature profiles (the AT experiment), and the second experiment
assimilates profiles of water temperature and salinity (the AT_S experiment). In both experiments, data at
the 2° global grid points at all model levels to the depth of 2 km, to which the Argo buoy observations were
carried out, were used at the input of the assimilation procedure. The data were included to the assimilation
provided that they were related to the zone from 65° S to 65° N and SST was positive.
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Fig. 2. (1–4) The changes during 1996 in the RMSD from the true values (i.e., from the simulation data in the E1
experiment averaged over the last 6 hours of every day) of the sea surface level in the E2 experiment, as well as ( ¢1 – ¢4 ) at the
analysis step in the ASSH experiment. (1, ¢1 ) The global averaging; (2, ¢2 ) over the Northern Hemisphere north of 5° N; (3, ¢3 )
over the Southern Hemisphere south of 5° S; (4, ¢4 ) over the equatorial zone (5° S–5° N).



As fol lows from Ta ble 1, the as sim i la tion of temperature profiles leads to an al most 30% de crease in
RMSD of the monthly mean z from the true one. Fig ure 3  shows RMSD of tem per a ture in the AT cal cu -
lated at the anal y sis step from the real val ues at the end of day av er aged over 6 hours and ob tained in the E1. 
With out as sim i la tion, the global av er aged RMSD in the E2 varies in the range of 0.45–0.7°C on the sea
sur face and within a smaller range at deeper ho ri zons. The assimilation of temperature profiles leads to a
~30% de crease in global RMSD av er aged for 1996 at all an a lyzed horizons (curves ¢1  in Fig. 3). The SST
sim u la tion was es pe cially im proved in the equa to rial re gion (RMSD de creased almost by 50% and ap -
proached the pre scribed ob ser va tion er ror for tem per a ture). As the tem per a ture dif fer ence in the equa to rial
zone at the deep ho ri zons is smaller than the pre scribed ob ser va tion er ror for tem per a ture, RMSD de creases 
in sig nif i cantly there. 

On the ocean sur face, the RMSD re duc tion with time dur ing which the as sim i la tion is car ried out, is
rather quick (dur ing 1–2 months). How ever, the trans for ma tion of the tem per a ture field at the deeper ho ri -
zons re quires a lon ger pe riod: about half a year for the North ern Hemi sphere and about a year for the South -
ern Hemi sphere. 

The analysis of the spatial distribution of RMSD for temperature from the true values averaged over De- 
cember 1996 and obtained at the analysis step demonstrates a considerable improvement in the temperature 
simulation at all horizons (the area of the zones with the great temperature differences (~5°C) decreased by
2–3 times). The RMSD significantly decreased in the low latitudes, in the areas of the Gulf Stream, Kuroshio,
East Greenland, and Canary currents. In the upper layers in the area of the southern branch of the Brazilian
Current and the Agulhas Current, there is still a zone with the high values of RMSD, although its area is
much smaller than in the E2. This is explained by the high mesoscale variability of this region, that is not
resolved on the coarse simulation grid at the high values of viscosity and diffusion coefficients. The
analysis shows that RMSD averaged over the entire basin decreased by ~30% on the sea surface and almost 
by 50% at the horizons below 400 m.

The as sim i la tion of only tem per a ture profiles does not im prove the sim u la tion of the sa lin ity field on
the ocean sur face, but the sa lin ity fields are better sim u lated at deeper ho ri zons. For ex am ple, RMSD of sa -
lin ity be tween the AT and E1 for the last model month av er aged over the en tire ba sin at the depth of 500 m
de creased by ~35%, and the de crease at the depth of 1000 m made up >20%. 
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Fig. 3. (1–4) The changes during 1996 in RMSD of water temperature in the E2 experiment, as well as ( ¢1 – ¢4 ) at the analysis
step in the (a, c, e) AT and (b, d, f) AT_S experiments (a, b) on the surface and at the horizons of (c, d) 500 and (e, f) 1000 m. (1, 
¢1 ) The global averaging; (2, ¢2 ) over the Northern Hemisphere north of 5° N; (3, ¢3 ) over the Southern Hemisphere south of

5° S; (4, ¢4 ) over the equatorial zone (5° S– 5° N).



The joint as sim i la tion of temperature and sa lin ity profiles (the AT_S ex per i ment) leads to the fur ther
improvement of the model fields of tem per a ture, sa lin ity, and z (Figs. 1c and 1d). At the end of the sim u la -
tion, RMSD of the monthly mean level z de creases by ~40%, and the de crease in the RMSD in tem per a ture
at the deep lev els be tween the AT_S and E2 speeds up by about 1–2 months (Figs. 3e and 3f). The fur ther
im prove ment in the sim u la tion of tem per a ture and sa lin ity can be judged by the value of global av er aged
dif fer ences in tem per a ture and sa lin ity be tween the AT_S and E1 for the last model month: on the ocean
sur face, these dif fer ences de creased by ~35 and ~20%, re spec tively; at the ho ri zon of 500 m, the tem per a -
ture and sa lin ity dif fer ence dropped by 60 and 40%, re spec tively; the re spec tive val ues for the depth of
1000 m are ~50 and 20% (Ta bles 1 and 2). 

The anal y sis of the spa tial dis tri bu tion of RMSD of sa lin ity from the real val ues av er aged over De cem -
ber 1996 and ob tained at the anal y sis step, dem on strates an im proved sim u la tion of the sa lin ity field at all
ho ri zons: RMSD sig nif i cantly de creased in all dy nam i cally ac tive re gions. The ar eas of the zones with
great sa lin ity dif fer ences also de creased by 2–3 times.

An exception is the obtained surface salinity field in the Arctic, as salinity was assimilated only to 65° N.
The spatial distribution of corresponding RMSD for temperature averaged over 1996 between the AT_S
and E1 is similar to the distribution in the AT.

Assimilation of three-dimensional and surface data. One more experiment (it is designated as
AT_S_SSH) provided the joint assimilation of temperature and salinity profiles together with data on SST
Ts and sea level z. The assimilation of such data occurred under the same conditions that were described
before.

As clear from Fig. 1e, the joint assimilation of data on temperature T, salinity S, and sea level z leads to a 
certain worsening of the field simulation as compared to the assimilation of z alone or together with Ts.
Nevertheless, the simulation of the field of z in the AT_S_SSH experiment as compared to the AT_S is
improved, and the global averaged RMSD for z at the end of the simulation decreases by ~45%, although
essential differences for z remain in the areas of the Southern Ocean with strong jet currents.

For the root-mean-square deviation in tem per a ture and sa lin ity be tween the AT_S_SSH and E1, the
sim i lar (like for z ) de layed de crease is ob tained (not shown). As fol lows from Ta bles 1 and 2, at the end of
the sim u la tion these dif fer ences in sig nif i cantly de creased only for z as com pared to the AT_S, whereas
their cer tain in crease oc curred at the deep lev els. Nev er the less, the global av er aged dif fer ences in tem per a -
ture and sa lin ity be tween the AT_S_SSH and Å1 for the last model month sig nif i cantly de creased: on the
sea surface, this decrease was ~35 and ~25%; at the level of 500 m, RMSD decreased by ~50% for tem -
per a ture and by 35 for sa lin ity; at the depth of 1000 m, the re spec tive val ues are ~45 and 20%.

The rate of convergence of the ensemble Kalman filter depends on the number of ensemble members.
The convergence is usually rather quick even if using a small ensemble. However, the above worsening
of the simulation of the field of z in case of assimilation of the great volume of data is explained by the
small ensemble used in the simulations. The additional simulation with 25 ensemble members (the
AT_S_SSH_25 experiment), confirmed the above statement about the insufficient volume of the ensemble
when assimilating a large number of data in the experiment in the AT_S_SSH. In the new experiment, all
RMSDs of the simulated fields decreased as compared to the AT_S_SSH, and their values became
comparable to or fall below the previous ones (see Fig. 1f, Tables 1 and 2).

6. CON CLU SIONS

The re sults of nu mer i cal ex per i ments with the model with a low hor i zon tal res o lu tion in di cate that a de -
gree of improving model fields in the pro cess of data as sim i la tion is highly de pend ent on the structure of
data at the in put of the as sim i la tion pro ce dure.

The assimilation of data related to the ocean surface significantly improves these model fields, except
for a case when only the horizontal components of the velocity of surface currents are assimilated (in this
case, no improvement occurs for the model fields). If data on the sea surface level are assimilated alone or
jointly with SST data, there is also a certain improvement of the temperature field simulation at deep
horizons. Hence, if assimilating surface data alone in the model with a low horizontal resolution, it is
preferable to assimilate data of z jointly with Ts.

The joint assimilation of water temperature and salinity profiles essentially improves both these model
fields and the simulated field of the sea surface level z. Such assimilation during 12 months reduces the
global averaged RMSD of the monthly mean sea surface z by ~40% (by ~60% for the AT_S_SSH_25
experiment); on the sea surface, the global averaged RMSD in temperature and salinity decreased by ~35
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and 20% (by ~40 and 25% for the AT_S_SSH_25); at the horizons of 500 and 1000 m, these RMSDs
decreased by ~60 and 40, ~50 and 20% (by ~60 and 45, ~55 and 30% for the AT_S_SSH_25), respectively.

Figure 4 presents the differences averaged over the World Ocean and root-mean-square deviations in
the vertical distributions of temperature and salinity between different experiments. The greatest differ-
ences between all experiments are reported in the upper ~500-m layer: the mean differences between the E2 
and ASSH experiments reach ~0.2°C for temperature and 0.05 psu for salinity, and salinity differences and
salinity RMSDs in the ASSH are higher than in the Å2. The assimilation of z  jointly with Ts (the ASUR
experiment) reduces temperature and salinity differences as compared to the E2, but only in the upper layer
of ~200 m, which does not considerably change these globally averaged differences at the lower horizons.
As clear from Fig. 4, the joint assimilation of temperature and salinity fields substantially decreases temper- 
ature and salinity differences as compared to the E2 in the upper layer of ~500 m. However, on average for
the entire World Ocean it gives a certain difference for the temperature and salinity fields at the lower
boundary of thermocline (~700–800 m). Thus, the joint assimilation of temperature and salinity fields leads 
to the greater enhancement of model fields than the assimilation of surface data alone, especially the
assimilation of the sea surface level alone.

In the an a lyzed ex per i ments, data on wa ter tem per a ture and sa lin ity with a rather large hor i zon tal
spac ing (on the 2° grid) were used at the in put of the as sim i la tion pro ce dure. To as sess the de pend ence of
as sim i la tion re sults on the vol ume of as sim i lated data, the ad di tional ex per i ment was per formed with the
as sim i la tion of sea tem per a ture and sa lin ity data related to the points of the sparser 4° grid (which is close to 
the nom i nal den sity of Argo buoys) and with the influence ra dius for the weight func tion equal to 6.5°. The
re sults of this ex per i ment show that the four-fold de crease in the vol ume of “ob ser va tion” data has a lit tle
ef fect on the global av er aged RMSD of tem per a ture and sa lin ity from the “true” dis tri bu tions, which
increased by not more than 20% in the up per layer of ~500 m and by less than 10% at the lower ho ri zons. It
should be noted that the larg est in crease in RMSD for sa lin ity at the up per ho ri zons is ob tained in the
North ern Hemi sphere (not pre sented); how ever, since this four-fold re duc tion of the vol ume of “ob ser va -
tions” in the Northern Hemi sphere con sid er ably un der es ti mates the real den sity of Argo buoys, for ex am -
ple, in the Atlantic Ocean, the sim u la tion of oce anic char ac ter is tics in the North ern Hemi sphere us ing real
Argo data can per form better. 

The ex per i ments with data as sim i la tion also re vealed that the in crease in the num ber of en sem ble mem -
bers to 25 is suf fi cient for the en sem ble as sim i la tion of data by the NEMO model to pro vide an ad e quate
sim u la tion of the oce anic fields on the ~1° model grid. 

Fig ures 2 and 3 show that the curves cor re spond ing to the ex per i ments with as sim i la tion dem on strate a
ten dency to ward the sta bi li za tion of er rors only at the end of the an nual sim u la tion pe riod. This means that
ob tain ing sta ble ini tial con di tions in the large-scale cir cu la tion model in the frame work of the prog nos tic
prob lem re quires as sim i lat ing ob ser va tional data dur ing sev eral years.
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Fig. 4. The ver ti cal dis tri bu tions of mean (the solid lines) and root-mean-square dif fer ences (the dash lines) in (a) wa ter tem -
per a ture (°C) and (b) sa lin ity (psu) be tween the ex per i ments (1) E2 and E1, (2) ASSH and E2, (3) ASUR and E2, (4) AT_S
and Å2, (5) AT_S_SSH and E2. The re sults of the AT_S and AT_S_SSH ex per i ments are sim i lar, so that the blue and red
lines mainly match. The RMSD curves are dis placed to the right by 0.2°C for tem per a ture and by 0.1 psu for sa lin ity.
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