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Abstract—An attempt is made to apply the modern methods of surface wave simulation developed for
oceanic conditions to the modeling of waves in medium-size inland reservoirs (10—100 km). The results
of field measurements of wind speed and waves are described, and on their basis the parameterization
Cp(Uyy) is proposed. WAVEWATCH III spectral wave model was adapted to the conditions of a me-
dium-size inland reservoir. The simulated data are compared with the field data. The use of the new
parameterization Cp(U,o) allowed reducing the values of the wind wave growth rate that improved con-
sistency in data from the field experiment and numerical modeling concerning the height of significant
waves. Further steps towards improving the quality of prediction of the adapted WAVEWATCH III
model are discussed.
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1. INTRODUCTION

The problems of surface waves, mechanisms of their generation and development, effects on the atmo-
spheric water surface layer and impurity diffusion in the ocean, and role in the Earth climate system are the
important objects of scientific interest and basic areas of research of academician G.S. Golitsyn and his fol-
lowers [1]. These problems have several applications including the modeling of surface waves in the frame-
work of spectral wave models. The present paper deals with the urgent problem of surface wave prediction
in an inland reservoir using spectral wave models.

Water waves are the main reason for reservoir shore erosion. Besides, the processes of momentum, heat,
and moisture exchange over the reservoir define the microclimate of adjoining territories. The accurate
forecast of waves provides the safety of river navigation. To predict waves some numerical models were
worked out ( WAVEWATCH 111 [25], WAM [14], and SWAN [24]) which describe the evolution of the full
two-dimensional spectrum of waves under the influence of wind-wave interaction, dissipation, and four-
wave interaction. In the case of shallow water some of the models also take into account bottom friction
caused by the collapse depth and three-wave interaction.

Nowadays spectral wave models are successfully used for forecasting waves on big lakes, in particular,
WAVEWATCH I1I is used for this purpose on the Great Lakes in the USA [5, 6]. Data on the current wave
conditions are presented at the open website and are updated every three hours [18]. WAVEWATCH II1
and SWAN models were successfully used for the hindcasting of wind and waves in the Caspian Sea and
Lake Ladoga [20]. The first results of the WAM model application to wave prediction in a medium-size in-
land reservoir (with the linear size of 10—100 km) have recently been obtained [17]. In the present paper the
WAVEWATCH III model was selected for modeling surface waves in medium-size inland reservoirs; un-
like SWAN and WAM, this model allows including different parameterizations of wind-wave interaction.
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The main problem of numerical simulation of waves by the WAVEWATCH III model in medium-size
inland reservoirs is associated with the small fetch at which the parameters of generation and development
of waves differ much from the similar parameters typical of large fetches in the open ocean [25]. Most often
the numerical description of waves in medium-size lakes and reservoirs is based on numerical models [2,
4]. However, empirical relationships based on averaged characteristics cannot predict extreme conditions
(for example, storm [22]) being important for solving many meteorological problems; so, the use of numer-
ical wave models is necessary.

The features of small-fetch waves in medium-size reservoirs include more significant wind effects
proportional to the ratio of wind friction velocity (or wind speed at the height of 10 m) to the wave phase
velocity [25]. Another peculiarity is significant nonlinearity caused by high wave steepness. Thus, the
adaption of the ocean wave model to the conditions of medium-size inland reservoirs should occur in two
stages, namely, the adjustment of wind effects and the “collision integral.” Dissipation caused by wave
breaking is of universal nature.

One more problem of the adaptation of numerical models to the conditions of medium-size inland res-
ervoirs is the small number of experimental data suitable for verification [7, 8]. The present paper considers
the possibility of the WAVEWATCH III model adaptation to the conditions of a medium-size inland reser-
voir by an example of the Gorky Reservoir being a part of the Volga Cascade. The methods of field
experiment in the Gorky Reservoir differ from those used in [7, 8] and are focused on studying airflow in
the immediate proximity to the sea surface. The results of the numerical experiment and field experiments
in the Gorky Reservoir are compared in the paper.

2. PARAMETERIZATIONS OF WIND-WAVE INTERACTION

The software system of the WAVEWATCH III model is based on the numerical solution of the
Hasselman’s equation for the wave action spectral density N (k, 0; x, £) [25] which has the following form
for the case of deep water:

a—NJrV N+£kN+£9N— (Snl +8, +Su) (1)
ot ok 00

The left part of the equation described the wave kinematics (where x is the group velocity; k is the wave
number; O is the angular direction). The right part includes dynamic summands: S,; describes the four-wave
interaction, S;, describes wind-induced wave growth, Sy;, describes dissipation mainly caused by the wave
collapse; o is circular frequency.

In medium- and small-size reservoirs characterized by small fetches, wind effects become considerable
and need more accurate description. In general case, wind effects S;, are specified according to the Miles
model of wind-induced wave growth [21]:

S.. =BNo. 2)

There B3 is the dimensionless coefficient through which the rate of wind-induced wave height growth is ex-
pressed [21]
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where Imo is the imaginary part of complex frequency; c is the phase velocity of the wave; the coefficient B
depends on wind friction velocity u, determined through the turbulent momentum flux

Tturb :pa<u;’cu;> :pau*2 (4)
(p, is air density; ! and u’ are the pulsation components of wind speed).

The experimental determination of the value of the turbulent momentum flux is a complex problem. The
most widespread methods are the profiling, pulsation, and dissipation methods. In the pulsation method the
momentum flux is retrieved by the direct measurement of eddy fluxes [27]. The dissipation method consists
in the analysis of distribution of spectral density turbulence and is based on the assumption that there is bal-
ance between the generation and decay of turbulence. The profiling method uses the logarithmic law based
on the Prandtl-Karman boundary layer theory for the flat plate: under conditions of neutral stratification
the wind speed profile in the constant flow layer (where the turbulent momentum flux does not depend on
height) is close to logarithmic [3]
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Fig. 1. The Gorky Reservoir. Data are taken from Google Earth. The light rectangle marks the measurement area.
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where «k = 0.4 is the Karman constant; z, is the surface roughness height. By analogy with the flat plate
resistance, the aerodynamic drag coefficient of water surface is introduced, it connects the measured wind
speed and the turbulent momentum flux (wind friction velocity)

U(z) =

2
T turb _ Us

C, =
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where U is the wind speed reduced to the height of 10 m.

There is a number of empirical models that describe the coefficient of interaction between wind and
waves . They differ much for long waves typical of the oceans but are similar in the frequency range
typical of the conditions under study [29]; therefore the type of parameterization of the wind—wave
interaction coefficient under conditions of medium-size inland reservoirs is not essential. Thus, to provide
the more exact specification of wind effects, the parameterization of coefficient Cp, is needed which defines
transition from the measured speed U to the wind friction velocity u« included into the parameterization.

Computations used the WAM 3 Snyder’s parameterization [19, 23], the most convenient of the
WAVEWATCH III model parameterizations from the point of view of modification. The WAM 3 model
[19, 23, 28] is specified by two empirical formulae. The first formula estimates the wind-induced wave
growth rate:

28u,
Imo =, Ps ma){O, ( B os(0 = 0, ) — 1ﬂc (7)
P ¢

where Cj, = 0.25 is the constant; p,/p , is the ratio of air density to water density; 0 . . is the main wind
direction. The second formula represents the parameterization of aerodynamic drag coefficient of water
surface Cp and was proposed in [28]

C, = 0001(0.8 + 0.65U,,). (8)
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Fig. 2. (a) The photo and (b) scheme of the Froude buoy.

This parameterization provides the relation between the wind speed U,, and wind friction velocity
u,=U,C,.

The parameterization of the dependence Cp(U, ) used to modify the WAM 3 model was proposed as a
result of the series of field experiments in the Gorky Reservoir area.

3. INSTRUMENTS AND METHODS OF FIELD EXPERIMENTS

The measurements were carried out from May to October in 2012-2014 in the Gorky Reservoir area
(the depth of the reservoir is 4-20 m and in the area of measurements the depth is 9—12 m). The prolate
shape of the reservoir (Fig. 1) enables studying wind waves for different values of fetch depending on the
wind direction.

The measuring instruments were installed at the buoy station that was originally worked out on the base
of the oceanographic Froude buoy. The buoy represented a partially submerged mast that is held in the
vertical position using a float near the surface and using a weight under water (Fig. 2). The total length of
the buoy is 12 m and the length of its above-water part is 5.3 m. The resonance frequency of vertical fluctua-
tions is 0.25 Hz that corresponds to the wavelength of 25 m. Four WindSonic wind speed sensors (made by
Gill Instruments) were installed at the buoy mast at the height of 0.85, 1.3, 2.27, and 5.26 m (sensors 2-5).
The fifth sensor (1) was located on the float tracking the wave to measure wind speed in the immediate proxi-
mity to the water surface. The distance from the float to the buoy mast was equal to about 1 m, and the height
of the wind speed measurement zone from the water surface was equal to 10 cm. The buoy was equipped
with the sensors of air temperature (at the height of 0.1 (a float), 0.85, and 1.3 m) and water temperature and
with the three-channel string wave recorder which enables retrieving spatiotemporal profiles of waves.

WindSonic is an ultrasonic two-component wind speed sensor (the measurement error is 4% and the
speed resolution is 0.01 m/s). The range of measured values of wind speed (0—60 m/s) includes the values
typical of calm conditions. Resistive temperature sensors measure the temperature of the environment with
the error of 3% and resolution of 0.01°C. The string wave recorder consists of three pairs of string resistive
sensors located at the vertices of the equilateral triangle with the side equal to 62 mm; the sampling fre-
quency is 100 Hz. The system allows estimating the parameters of waves whose length exceeds the double
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distance between the sensors (k. 0.5 cm™!). The algorithm of the processing of signals received from the
instrument uses the Fourier transform and is described in detail in [26] (paper [11] presents a similar algo-
rithm using the wavelet transform).

The location of wind speed sensors corresponds to the structure of the air flow. In the presence of waves
on the water surface, the stream function in the air can be represented in the form of the sum of mean and
wave components [10]

® = fU(n)dn + ¢ ©)

where z is the vertical coordinate; ¢ is the wave perturbation of the stream function. In case of a traveling
monochromatic wave where the elevation of the surface z = {(x, ) = AReexp(—ik(ct — x)), ¢ can be
computed from the following equation:

U = c)¢" — k) -U"p =0. (10)

If the value of U "/k*(U — c)is much above or much below 1, the following function represents the ap-
proximate solution of the equation:

¢ =AU - c¢)exp(—kz) (11)

where A4 is the wave amplitude. In the case of the logarithmic profile of speed (5) this condition takes the
form of u./x(kz)*|U — ¢|<< 1(or u./x(kz)*|U — ¢|>> 1) and is well met at the height z that is about the

wave amplitude and higher. Thus, the basic disturbance contributed by waves to the air flux (wind bending
along the surface) exponentially decreases with height. Hence, to provide the immobility of the sensor rela-
tive to the mean stream lines, the wave velocity at the distance from the water surface should be measured at
the fixed level. The measurements near the surface should be carried out from the float using the sensor
tracking the wave shape. It is important that the lower sensor is not located in the wave boundary layer
whose value € can be estimated in accordance with [9]:

k( . ln(ZJ B CJ
K z, .

Under conditions of the Gorky Reservoir (k=2-3 m!, u== 0.1-0.4 m/s), ¢ ~ 1 mm that is much below
the measurement height of the lower wind speed sensor.

The study of wind flow parameters was carried out by the profiling method (see Section 2). The general
record of wind speed with the duration up to 5 hours was divided into the periods of 5 minutes (300 measure-
ment points) overlapping by 50%. As a result of the averaging, five values of wind speed corresponding to
five measurement levels were obtained for each time period. The obtained mean profile was approximated
by function (5) with the approximation parameters u- and z,. The values of wind speed U at the height of
10 m and the aerodynamic drag coefficient Cj, were retrieved from the obtained approximation.

KU, z

82

(12)

z=¢

4. RESULTS OF THE FIELD EXPERIMENT

The effects of the data from separate horizons on the result of wind speed profile approximation were
analyzed. Figure 3a presents the comparison of retrieved dependences Cp(U,) for two combinations of
wind speed sensors: with and without the lower sensor as well as the results presented in [7, 8] and the oce-
anic parameterization [12]. It is clear that the values of Cp(U),) obtained without data from the lower sensor
are higher and closer to the results presented in [7, 8, 12]. In the case of using the data from the lower sen-
sor, the values of the aecrodynamic drag coefficient are lower. Figure 3b presents the comparison of retrieved
dependences Cp(U, ) using only the data of two lower sensors and the data of five sensors of wind speed. In
case of using two sensors only, significant differences are observed in retrieving wind parameters in the
range of small values of wind speed.

These results can be explained by the distinction of wind speed profile shape from the logarithmic one.
This distinction is probably caused by the stratification of the atmospheric surface layer and by the non-sta-
tionary nature of wind because the lower part of the profile is adapted to varying wave conditions more
quickly. The air flow parameters on the water—air interface define the momentum transfer from wind to
waves.

Thus, the use of the lower sensor (in the case under consideration, the use of two lower sensors only) af-
fects the measurement result considerably. To determine the correctness of the measured dependence
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Fig. 3. The comparison of dependences Cp(U)) retrieved using different combinations of sensors. (a) With and without
the lower sensor of wind speed: (/) sensors 2—5 (Gorky Reservoir); (2) sensors 1-5 (Gorky Reservoir); (3) the data presented
in [8] (Lake George, Australia, 2008); (4) the data presented in [7] (Lake Washington, USA, 1999); (5) COARE 3.0
parameterization; (b) the use of the whole profile of wind speed and two lower sensors: (6) sensors 1 and 2 (Gorky Reservoir);
(7) sensors 1-5 (Gorky Reservoir); (8) approximation by function (13); (9) WAM 3 parameterization.

Cp(U,p), this dependence was used in the numerical modeling of wind waves in the WAVEWATCH 111
model. For this purpose the experimental data were approximated (Fig. 3b) by the following function:

C, = 000124U; + 000034 + 0.000049U,,. (13)

5. NUMERICAL EXPERIMENT

The WAVEWATCH III model was adapted to inland reservoir conditions. For this purpose, the
minimum value of significant wave height (H;) was changed in the open software code. To describe the res-
ervoir, the topographic grid of the Gorky Reservoir with the size of 72 x 108 and grid spacing of 0.00833°
was used. The grid was taken from the NOAA Global Land One-kilometer Base Elevation (GLOBE) data.
In view of the absence of open trustworthy bathymetric data for the Gorky Reservoir and taking into
account that the navigation maps indicate the rather large depth of the reservoir, deep water approximation
was chosen. Besides, the waves with the length of more than 4.5 m were not observed in field experiments.
In view of this, the bottom topography was not taken into account for computations, and the depth was se-
lected to be equal to 9 m. The frequency range was changed in accordance with that observed in the experi-
ment, from 0.2 to = 4 Hz. For the modeling it was divided into 31 frequencies and was specified by the
logarithmic formula for the frequency increase s, = (8)" ~'o, where the incrementd = 1.1 was chosen in

accordance with recommendations [25]; 31 angular directions were considered. The waves in the reservoir
were simulated using the prescribed topographic data and data on the speed and direction of wind and on
difference in the values of temperature at the water—air interface and at the prescribed Gaussian initial per-
turbation for different parameterizations of wind effects.

The range was considered of the moderate speed of wind (1-9 m/s) of different directions with the con-
stant values over the whole Gorky Reservoir surface. In practice, reanalysis data are commonly used to
specify wind effects for modeling wind waves on the sea and ocean surface. This approach is unsuitable for
the water areas of medium-size inland reservoirs due to the too low spatial resolution (2.5°). Besides, only
two weather stations (Yur’evets and the Volga River hydrometeorological observatory) located on the
shore are situated in the area under consideration. It was found that the values of wind speed in the coastal
part of the reservoir and over its water area differ significantly. In view of this, computation was carried out
using the input data measured in the field experiment and updated every15 minutes: the speed and direction
of wind at the height of 10 m and difference in the values of temperature at the water—air interface. If the
speed and direction of wind are forcedly prescribed to be the same over the reservoir, this may lead to errors
in the numerical experiment because the prolate shape of the reservoir and its high shores can be a reason
for considerable spatial variability with the scale of about or below 1 km.
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The comparison was carried out for the following output data: one-dimensional elevation spectra,
significant wave height H,, and weighted mean wave period 7. The value of H; in the model and in the
experiment was computed from the formula

H, = 4E (14)

s

1.
where £ = IE( f)df is full energy, E(f') is the spectral density of wave force.
Foin
The weighted mean wave period 7}, was computed from the following formula:

1, "y
T, =Ty :{ | E(f)de [EHSdr. (15)
Svin Svin

All model data were obtained at the point corresponding to the observational point and were averaged
for 15 minutes to agree with the field experiment data averaged in a similar way.

The computations were carried out in two ways: in the framework of the WAM 3 oceanic
parameterization using the linear dependence of Cp on U [28]; using the parameterization of Cp proposed
by the authors and the wind-induced wave growth rate from WAM 3. Difference in parameterization is
demonstrated in Fig. 3b. It is clear that if the wind speed is below 2.5 m/s, the values of C, obtained as a re-
sult of the field experiment are higher than those obtained from the oceanic parameterization; if wind speed
is above 3 m/s, the opposite picture is observed.

6. COMPARISON OF THE RESULTS OF THE NUMERICAL
AND FIELD EXPERIMENTS

One-dimensional elevation spectra at the measurement point obtained in the field experiment were
compared with those of the numerical experiment using different parameterizations of wind effects. It is
clear from Fig. 4a that the values are overestimated too much in case of using oceanic wind effects, whereas
the use of the new parameterization improves the agreement between the results of the numerical and field
experiments.

The comparison of integral characteristics of the spectra (significant wave heights and weighted mean
period of the spectrum) was carried out for all experiments. In Fig. 4b, the black dash line is a bisectrix of
the angle corresponding to the equality of the field experiment characteristics. We demonstrate data com-
puted using the oceanic wind effects from WAM 3 and using the modified parameterization of WAM 3
with the new parameterization of Cp,.

At using the oceanic model, the systematic overestimation of significant wave height is observed as well
as the underestimation of weighted mean wave period. The standard deviation of the computed values of H;
for WAM 3 is 52%. The use of the new parameterization of Cp, reduces the standard deviation for WAM 3
from 52 to 39%. This is an expected result because in the numerical experiment the rate of wind-induced
wave growth with the proposed parameterization of Cj, is specified more accurately, i.e., the amount of
energy coming to the system is simulated more accurately.

However, it is clear from Fig. 4d that the prediction of weighted mean wave periods has a significant error
and the correction in the specifying of the rate of wind-induced wave growth did not result in considerable
changes. Perhaps, this is associated with the fact that the WAVEWATCH III model is adapted to marine
conditions. This is manifested not only in the wind effect function but also in the features of parametric ac-
counting of nonlinearity which causes the spectral redistribution of received energy. The model is intended
to describe waves typical of marine and oceanic conditions that have a smaller steepness ratio as compared
with the waves in a medium-size inland reservoir. Proportionality coefficients in the DIA scheme [15, 16]
are adapted to marine conditions. To describe steeper waves in a medium-size inland reservoir, other ad-
justment parameters can be required. These parameters should correspond to the situation with more signif-
icant nonlinearity that will quicken the frequency shift towards the low-frequency range. Hence, weighted
mean wave periods should also be smaller. Probably, such adaption of the scheme of nonlinearity will not
affect the quality of prediction of the value of H, characterizing the amount of energy coming to the system
and will increase the accuracy of prediction of weighted mean wave periods. It is planned to test this
hypothesis in future numerical experiments.
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Fig. 4. The comparison of (a, ¢) one-dimensional overestimation spectra and integral characteristics of the spectra ((b)
significant wave height H; and (d) weighted mean wave period 7},). (/) Experimental values; (2) using the oceanic WAM 3
parameterization; (3) using the modified WAM 3 parameterization. /, and T, are the WAM 3 model data; ™ and 7™ are

m

experimental data.

7. CONCLUSIONS

The possibility is considered of the WAVEWATCH III model adaptation to a medium-size inland
reservoir by an example of the Gorky Reservoir which was specified in the model using the NOAA GLOBE
real topographic grid. To carry out the computations, the original values of model parameters were changed
according to the data of field experiments in the reservoir. In particular, the minimum significant wave
height was changed, the frequency range is from 0.2 to 4 Hz. The waves developed under the influence of
homogeneous non-stationary wind (specified as a result of the data of the field experiment) were computed
using both parameterizations of wind effects adapted to the open ocean conditions and parameterizations
with the modified specification of Cp(U,y) which was obtained from field experiments. The data of field
experiments in the Gorky Reservoir demonstrated that the value of the aerodynamic drag coefficient of the
surface Cj in the area of moderate and strong wind is by about 50% smaller than the values typical of
oceanic conditions. The results of the numerical experiment were compared with the results of the field
experiment in the Gorky Reservoir. The use of the original parameterization demonstrated the considerable
overestimation of the computed data on H, as compared with the experimental data. The authors
explained this by the considerable overestimation of turbulent wind stress (values of wind friction velocity
u,) and, hence, of wind effects. The use of the new parameterization of Cp(U,y) obtained from the
measurement data lead to decrease in the values of u, and, consequently, in the rate of wind-induced wave
growth that improved the consistency in H, data between the field experiment and numerical modeling. The
comparison of the results of computation in the framework of original oceanic models of wind effects also
demonstrated the overestimated values of weighted mean wave period 77,. At the same time, the variations
of wind effects did not affect considerably agreement in the values of 7, between the results of numerical
simulation and the field experiment. This is probably associated with the fact that the scheme of nonlinearity
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is also adapted to marine and oceanic conditions. In the future it is necessary to adapt the parameters of DIA
nonlinearity scheme to the conditions of a medium-size inland reservoir.

Besides, the use of deep water approximation for the computations can be a possible source of differences.
The accounting of the real bathymetry of the Gorky Reservoir as well as the use of shallow-water-related
parameterizations in WAVEWATCH III or the nesting of the SWAN model for the coastal zone can essen-
tially improve the results.

One more source of the possible errors of the numerical experiment should also be noted. Due to the ab-
sence of sufficient experimental data, wind speed was assumed to be uniform over the whole water area of
the reservoir taking into account the temporal variability specified as a result of the experiments. In reality
the non-uniform distribution of wind speed and wind direction can be expected because such factors as the
prolate shape of the reservoir and high shores may result in the considerable spatial variability with the
scales of about or below 1 km. It is also impossible to specify wind speed from the reanalysis data due to the
too low spatial resolution (2.5°). The accounting of high spatial variability is a complex problem, for its so-
lution it is planned to use high- and very-high-resolution atmospheric models (for example, WRF (Weather
Research and Forecasting) with the LES (Large Eddy Simulation) block.)
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