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Decisive success in eliminating infectious diseases
of animals is impossible without knowledge of all reg-
ularities of the epizootic process. Modeling and fore-
casting are the most important links of theoretical
investigations in this direction. The modeling and fore-
casting automation system (MFAS) is intended for cre-
ating a bank of mathematical models and forecasts used
directly for the needs of veterinary medicine. Structur-
ally, it consists of the following units: initial data bank
(IDB), applications, mathematical models bank (MMB),
optimal mathematical model and output information
block, prepared models bank (PMB) and prepared fore-
casts bank (PFB), and PMB and PFB warehouses.

The system is realized in three variants: (I) func-
tional blocks, including control application, located in
an individual computer, the user can work with the sys-
tem in an offline mode; (II) the system is located on a
dedicated server of the local computer network (corpo-
rate network), access to the units is organized from any
work place; (III) operations with the MMB are realized
in the Internet network, the user can work with data
regardless of where he is.

The initial data bank (IDB) is an aggregate of sev-
eral databases, each of which is intended for arranging
numeric arrays constructed on materials of statistical
veterinary records. Selection of the arrays for con-
structing the mathematical model and forecast is done
by the user in one of the following ways: either by
marking the necessary fragment with a manipulator or
by manually filling out a specially created screen form.

The data selected for modeling is processed by the
application with the enlistment of the mathematical
models bank, which is the warehouse of more than 100
known analytical relations. The computer automati-
cally looks through each model for the given array and
calculates the coefficient of determinacy for it. Then the
maximum value is selected from the set of values of this
coefficient; it determines the optimal mathematical
model for which the necessary parameters are calculated.

Graphs of the optimal model and initial data (with
the calculated parameters) are kept in the prepared
models bank (PMB), and the forecast constructed by

means of the optimal model is kept in the prepared fore-
casts bank (PFB). When necessary, they can be called for
by the user for the purpose of analysis or practical use.

The mathematical models bank (MMB) is the ware-
house for three groups of models—linear, polynomial,
and nonlinear—which can be used in veterinary medi-
cine for a correct description of epizootological pro-
cesses. The components of the MMB approximate the
data of the veterinary records with calculated statistical
parameters. Mathematical formation of the problem of
approximation for components of the MMB consists in
the following. The dependence of the quantity (numer-
ical value) of a certain property of a random process or
physical phenomenon 
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 on another variable property or
parameter 
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, which in the general case can also be
referred to a random variable, is recorded on a set of
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) would be represented with
minimum error. From here follows the conditions of
approximation:

The MMB models provide for assigning the form of
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numerical values of its parameters 
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 ensur-
ing a minimum error of approximation to the set of val-
ues 
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k

 

. The error of the approximation is calculated by
the least squares method. For this purpose the function
of the squares of the residual errors is minimized:

To determine parameters 
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, the residual
error function is differentiated with respect to all
parameters, the partial differential equations obtained
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are equated to zero and solved altogether for all values
of the parameters.

The simplest method of LSM approximation of
arbitrary data 

 

s

 

k

 

 is by means of a linear polynomial, i.e.,
a function of the form 
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. With consideration
of the discreteness of the data with respect to points 
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k

 

,
for the residual error function we have:

We differentiate the residual error function with
respect to arguments 
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, 

 

b

 

, equate the equations obtained
to zero, and form two normal equations of the system:

The solution of the given system of equations in an
explicit form for 

 

K

 

 readings:

We use the values of the coefficients obtained in the
regression equation 
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. The coefficients of any
other forms of regression, differing only in the awk-
wardness of the corresponding expressions, are calcu-
lated by a similar method.

Linear regression in the system is done with respect
to vectors of the argument 

 

X

 

 and readings 
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 by the func-
tions: 
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), which calculates parameter 
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vertical displacement of the regression line; 
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which calculates parameter 
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, the slope of the regres-
sion line. The arrangement of the readings with respect
to argument 

 

X

 

 is arbitrary. Pearson’s correlation coeffi-
cient can be calculated additionally by function 
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).
The closer it is to 1, the more accurately the data corre-
spond to a linear dependence.

Univariate polynomial regression with an arbitrary
degree 

 

n

 

 of the polynomial and with arbitrary coordi-
nates of readings in the system is performed by the func-
tions: 
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), which calculates vector 
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 for the
function 
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(…), in the composition of which are coef-
ficients 
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 of a polynomial of degree 
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which restores the values of the approximation function
on the 

 

x

 

 coordinates. The function 

 

interp(…) realizes
calculations by the formula:

The values of coefficients ki can be extracted from
vector S by the function submatrix(S, 3, length(S), 0, 0).
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Polynomial regression with the use of polynomials
of degree 1, 2, 3, 4, 5, 6, 7, and 8 is calculated in the sys-
tem. The degree of the polynomial is usually set not
more than 4–6 with its successive increase while check-
ing the standard deviation of the approximation func-
tion from the actual data. It should be noted that, as the
degree of the polynomial increases, the approximation
function approaches the actual data, and for a degree of
the polynomial equal to the number of readings of the
data—1, it turns into the data interpolation function,
which does not correspond to the tasks of regression.

The function regress with respect to the entire set of
points creates one approximating polynomial. For large
coordinate intervals with a large number of readings
and sufficiently complex dynamics of the change in
data, it is recommended to use sequential local regres-
sion by segments of polynomials of small degrees. In
the system this is performed by segments of second-degree
polynomials by the function loess(X, Y, span), which forms
a special vector S for function interp(S, X, Y, x). The argu-
ment span > 0 in this function (of the order 0.1–2)
determines the size of the local region and is selected
with consideration of the character of the data and nec-
essary degree of their smoothing (the greater span, the
greater the degree of data smoothing). When modeling
any random processes and signals at a high noise level, the
optimal value of the parameter span can be determined
from minimum of the mean-square approximation.

In the system it is possible to perform regression
with approximation to a function of a general form as
the weighted sum of functions fn(x):

In this case, the functions fn(x) themselves can be of
any type, including nonlinear. On one hand, this mark-
edly increases the possibility of an analytical represen-
tation of the regression functions and, on the other,
requires from the user certain skills in approximating
experimental data by combinations of rather simple
functions.

Generalized regression with respect to vectors X, Y,
and f is realized by the function linfit(X, Y, f), which cal-
culates the values of the coefficients Kn. Vector f should
contain the symbol notation of functions fn(x). Coordi-
nates xk in vector X can be any, but arranged in increas-
ing order of the values of x (with corresponding read-
ings of the values of yk in vector Y.

A second form of nonlinear regression is realized by
fitting parameters ki to the given approximation func-
tion with the use of the function genfit(X, Y, S, F), which
restores coefficients ki providing the minimum root-
mean-square error of the approximation of the regres-
sion function to the input data (vectors X and Y of the
coordinates and readings). The symbol expression of
the regression function and symbol expressions of its
derivatives with respect to parameters ki are written in
vector F. Vector S contains the initial values of coeffi-
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cients ki for solving a system of nonlinear equations by
the iterative method.

A number of regression functions, in which the
parameters of the functions are selected by the system
independently, is provided for simple standard approx-
imation formulas. They include the following func-
tions: expfit(X, Y, S), which restores the vector contain-
ing coefficients a, b, and c of exponential function y(x) =
aexp(bx) +c. Into vector S are introduced the initial val-
ues of coefficients a, b, and c of the first approximation
lgsfit(X, Y, S), ditto for expression y(x) = a/(1 +
cexp(bx); pwrfit(X, Y, S), ditto for expression y(x) =
axb + c; sinfit(X, Y, S), ditto for expression y(x) = asin(x +

b) + c, which fits the coefficients of the sinusoidal
regression function; logfit(X, Y), ditto for expression
y(x) = aln(x + b) + c, assignment of the initial approxi-
mation is not required; medfit(X, Y), ditto for expression
y(x) = a + bx, that is, for the linear regression function,
assignment of the initial approximation also is not
required, the graph is a straight line.

The materials given in the article are used for solv-
ing a number of problems of veterinary medicine
related to forecasting infectious diseases of farm ani-
mals. The results obtained attest in behalf of the pro-
posed approach, which on the whole provides a satis-
factory description of real epizootic processes.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002d00730062006d002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


