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Abstract—We examine a weighted -distribution of a variable  that is a weighted sum of squares of
independent standard normal random variables, where the weights that can be positive or negative. In
the case of doubly degenerated weights, we obtain general expressions and discuss in detail some spe-
cial cases. We show that if the weights are positive, then the values of  are distributed over the interval

 and when  the distribution density decreases as  where  is the number of
degrees of freedom. This case corresponds to the -distribution of the sums of squares of normally
distributed quantities. We find the expressions complementing the Euler-Lagrange equalities.
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1. INTRODUCTION

According to the definition the -distribution is the distribution of the variable

(1)

where  are independent standard normal random variables with a zero mean and unit variance. For ease
of comparison with the results obtained below, we introduce the coefficient .

The distribution of the variable  is well known:

(2)

It has a single maximum at the point  and its mean and variance are

(3)

respectively. The number  is usually called the number of degrees of freedom of this distribution.

2. BASIC EXPRESSIONS
In the present paper, we discuss a more general distribution that is the distribution of the weighted sum

of random variables

(4)

where the weights  can be positive or negative. Such distribution appears in different applications (see,
for example, [1–4]). Although many authors examined the distribution of the variable (4), nobody suc-
ceeded in obtaining a closed form of the distribution function. They proposed different approximations of
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this function using, for example, series in the Laguerre polynomials [5, 6], gamma series expansions [7,
8], and so on. The papers [9, 10] present a comprehensive review of the approximation methods.

It is easy to see that the presence of the weights in the sum (4) can be treated as a sum or difference of
the standard normal random variables  with the variance  that is not equal to one:

.
When the number of degrees of freedom is not too large, to obtain the distribution of the variable (4)

we can use the convolution of distributions with fewer degrees of freedom. In what follows, we will obtain
a general expression for the case of a large number of degrees of freedom.

2.1. Convolution of Distributions

Suppose we have two random variables  and  whose distributions are  and ,
respectively. Then the expression

(5)

defines the distribution of the variable .
(a) Let us examine the distribution of the sum . In this case, from Eq. (5) we obtain

(6)

We see that the distribution of the sum  is nonzero only inside the interval .
(b) Let us examine the distribution of the difference . From Eq. (5) it follows that in this case

(7)

We see that the distribution of the variable  is nonzero both for  and . Moreover,
when  the distribution  is symmetrical about the point .

2.2. General Case
In the general case, it is difficult to apply the convolution method when the number of degrees of free-

dom is large. The expression

(8)

describes the most general form of the distribution of the variable (4). It is not difficult to calculate the
moments of this distribution performing the integration in Eq. (8). As a result, we obtain

(9)

We see that the expressions (9) are a generalization of the expressions (3).
When we replace the -function with its integral representation the expression (8) takes the form
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Carrying out the integration over the variables  we obtain

(11)

The following analysis of Eq. (11) depends on the order of degeneracy of the weights in the sum (4). In
particular, when  and  is even, the integral (11) has one pole of the order  and we

obtain the standard -distribution (2) for the variable .
For definiteness of the calculations, let us suppose that  is even ( ) and all the weights in Eq. (4) are

doubly degenerated. In this case, for each pair  we introduce . In other words, we
have  different weights  and . Then we can rewrite the integral (11) as

(12)

We see that this integral has  poles of the first order at the points .
When integrating over , we have to consider the cases  and  separately. When , only

the poles in the upper half-plane ( ) of the complex variable  determined by the positive weights
contribute to the integral (11). In the case , the integral (11) is the sum of the residues of the poles in
the lower half-plane ( ), which correspond to the negative weights . With this in mind we
obtain

(13)

(14)

Note that in Eq. (13) ( ) we sum up only over  and when  the summation in Eq. (14) is
carried out over .

We see that in the general case the distribution  is asymmetric with respect to the point . It
becomes symmetric only in the special case of a symmetric spectrum of the weights  when for each pos-
itive weight  there is a negative weight .

Before proceeding to the analysis of special cases, let us discuss the general properties of the weighted
distribution . For this purpose, we note that for any set of different values  the well-
known Euler-Lagrange equalities are valid [11]:

(15)

These equalities follow from the properties of the Vandermonde determinant.
When , Eq. (15) corresponds to a normalization of the distribution . Indeed, performing

the integration in (13), (14) we obtain an evident result:

(16)

In addition, from Eq. (15) we see that if  the function  is continuous at the point .
Really, from Eqs. (13) and (14) it follows that
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(17)

The similar relations are also valid for the derivatives . This means that

derivatives of the order  are continuous at the point . Moreover, in the case of a sym-
metrical spectrum of the weights, from Eqs. (13)–(15) we have  and consequently the dis-

tribution  is symmetric with respect to the point  and reaches its maximum at this point.
Let us discuss the properties of the distribution in a more specific case of the same sign of all the

weights . For example, let them be positive. Then from Eqs. (13) and (14) it follows that  when
 and on the interval  we have

(18)

Setting  and comparing the obtained expression with Eq. (15) for  we see that at this point
the density  is equal to zero. Moreover, when  the equality imposes conditions on the deriv-
atives of the function  at zero point. Indeed, differentiating the expression (18) and comparing the
result with Eq. (15), we obtain

(19)

From Eq. (19) it follows that the same as in the case of the standard the -distribution (2), the weighted
sum with the positive weights decreases as  when .

Concluding this Section, let us note that the comparison of the moments of the distribution  fol-
lowing from the general definitions (9) and the series representations (13) and (14) allows us to obtain
expressions that complementing the Euler-Lagrange equalities (see Appendix).

3. EXAMPLES OF SPECIFIC DISTRIBUTIONS

To understand more clearly the basic properties of the weighted -distribution, let us discuss some
simple examples.

Example I. The simplest case of the distribution of the weighted variable corresponds to the number of
degrees of freedom . Then , where , , . The equation (2)
describes the distributions of the variables  and  with the numbers of degrees of freedom .
Consequently, , .

(Ia) . The variable  is positive definite. Therefore  when  and in the
case  we obtain from Eq. (6):
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When substituting , after some transformations of the integral we obtain
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(22)

As we expected when  the expression (21) turns into the expression (2).
(Ib) . From Eq. (7) it follows that the distribution of the variable  for the interval

 is

(23)

An analogous expression for the interval  we obtain making the change in the integral (23): 
and . Then after some transformations we have for :

(23)

and  is the modified Bessel function [12] whose asymptotics are  when  and

 when . Consequently,

(24)

and
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Example II. Let us examine the distribution of the variable  with the number of degrees of

freedom , where  and , . The distributions of the variables
 are defined by Eq. (2) with the numbers of degrees of freedom .
(IIa) . The distribution of the variable in question is nonzero only in the interval . In

this case, from Eq. (6) we obtain:
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and the moments of this distribution are
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As we could expect when  the distribution (26) turns into the standard -distribution (2) with
the number of degrees of freedom ; the expressions for the moments of the distribution
coincide with Eq. (3).

(IIb) . In this case, we obtain the distribution of the difference  from Eq. (7):
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The expressions (29) coincide with Eq. (27) if we make a change . However, this is where the
coincidences end. We see that the distribution (28) is asymmetric with respect to the origin of coordinates

. Moreover, the derivatives of  are discontinuous at the point . This example shows that the
weighted distribution can be very different from the standard form (2).

Example III. Suppose we have two variables  and  that are subject to the -distribution with the
numbers of the degrees of freedom  and , respectively. The distribution of the variable  is
evident: it is defined by Eq. (2) with the number of degrees of freedom .

Let us examine the distribution of the variable . From Eq. (7) we obtain

(30)

For the sake of simplicity we set  and . In this case, the distribution is symmetric with
respect to the point . To analyze the asymptotics of this distribution we use the saddle-point method.
We suppose that  and rewrite Eq. (30) as

(31)

where P0 is a normalization constant whose form is not significant. In Eq. (31)
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Setting  we define the saddle-point  and the form of the distribution
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From Eq. (33) we obtain the form of the function  near the center of the distribution ( ) and at
the tails ( ):

(34)

We see that the behavior of  resembles the χ2-distribution only at the far ends of the tails.
Example IV. Let us examine the distribution of the variable (4) when the doubly degenerated weights
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from Eq. (36) we obtain:

(37)

As we could expect, when  this expression passes to the non-degenerate case (2).

4. CONCLUSIONS
Our analysis shows that in the general case the distribution of the weighted sum bears little resemblance

with the standard (not weighted) χ2-distribution. Although the function  is continuous, its derivatives
are generally discontinuous at the point  except for a few special cases. In the general case, our
attempt to determine the maximum of the function  failed. The expressions (13) and (14) allow one
to calculate the distribution  in the most general case.

APPENDIX

Using the found expressions we can obtain many different equalities for different sets of the weights
.

(i) From Eq. (8) it is not difficult to obtain directly the expressions for the moments of the distribution
. The same expressions follow from Eqs. (13) and (14). Indeed, integrating the series in these equa-

tions we can easily calculate the first two moments, which are
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Since the last sum in this chain of equalities is strictly equal to zero we obtain

(A6)

FUNDING
The work is supported by the State Program of SRISA RAS, grant no. FNEF-2022-0003.

CONFLICT OF INTEREST
The authors declare that they have no conflicts of interest.

REFERENCES
1. Kryzhanovsky, B.V. and Litinskii, L.B., Influence of long-range interaction on degeneracy of eigenvalues of

connection matrix of d-dimensional Ising system, J. Phys. A: Math. Theory, 2020, vol. 53, p. 475002.
2. Moore, D.S. and Spruill, M.C., Unified large-sample theory of general chi-squared statistics for tests of fit, Ann.

Stat., 1975, vol. 3, pp. 599–616.
3. Zhang Jin-Ting and Jianwei Chen, Statistical inferences for functional data, Ann. Stat., 2007, vol. 35, no. 3,

pp. 1052–1079.
4. Bentler, P.M. and Jun Xie, Corrections to test statistics in principal Hessian directions, Stat. Probab. Lett., 2000,

vol. 47, no. 4, pp. 381–389.
5. Tziritas, G., On the distribution of positive-definite Gaussian quadratic forms, IEEE Trans. Inf. Theory, 1987,

vol. 33, no. 6, pp. 895–906.
6. Castaño-Martínez, A. and López-Blázquez, F., Distribution of a sum of weighted central chi-square variables,

Commun. Stat.: Theory Methods, 2005, vol. 34, no. 3, pp. 515–524.
7. Moschopoulos, P.G. and Canada, W.B., The distribution function of a linear combination of chi-squares, Comput.

Math. Appl., 1984, vol. 10, no. 4–5, pp. 383–386.
8. Lindsay, B.G., Ramani, S.P., and Prasanta Basak, Moment-based approximations of distributions using mix-

tures: Theory and applications, Ann. Inst. Stat. Math., 2000, vol. 52, no. 2, pp. 215–230.
9. Bodenham, D.A. and Adams, N.M., A comparison of efficient approximations for a weighted sum of chi-

squared random variables, Stat. Comput., 2016, vol. 26, no. 4, pp. 917–928.
10. Duchesne, P. and Lafaye De Micheaux, P., Computing the distribution of quadratic forms: Further compari-

sons between the Liu–Tang–Zhang approximation and exact methods, Comput. Stat. Data Anal., 2010, vol. 54,
no. 4, pp. 858–862.

11. Uteshev, A., Baravy, I., and Kalinina, E., Rational interpolation: Jacobi’s approach reminiscence, Symmetry,
2021, vol. 13, no. 8, p. 1401.

12. Handbook of Mathematical Functions, Abramovitz, M. and Stegun, I.A., Ed., National Bureau of Standards,
1964.

11 1 ( 1) 21
1

1 1
1 1 1

1
1

.
( ) ( ) ( ) ( ) ( )

M M MM M MM
m m mM

M M M M
m m m

m m r m r M r m r
r m r m r r m

Z

+− − + −−
+

+ +
= = =

+
≠ ≠ = ≠

Λ Λ ΛΛ= − = −
− Λ Λ − Λ Λ − Λ Λ − Λ Λ − Λ

  
∏ ∏ ∏ ∏

1 1

1

1

.
( ) ( ) ( )

M M M
m

M M
m

m m r r
r m r

Z

Z Z

− −

=

≠ =

Λ =
− Λ Λ − Λ − Λ


∏ ∏
OPTICAL MEMORY AND NEURAL NETWORKS  Vol. 31  No. 3  2022


	1. INTRODUCTION
	2. BASIC EXPRESSIONS
	2.1. Convolution of Distributions
	2.2. General Case

	3. EXAMPLES OF SPECIFIC DISTRIBUTIONS
	4. CONCLUSIONS
	REFERENCES

		2022-09-23T11:39:55+0300
	Preflight Ticket Signature




