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Abstract—Face detection and recognition plays an important role in many occasions. This study
explored the application of convolutional neural network in face detection and recognition. Firstly,
convolutional neural network was briefly analyzed, and then a face detection model including three
convolution layers, four pooling layers, introduction layers and three fully connected layers was
designed. In face recognition, the self-learning convolutional neural network (CNN) model for global
and local extended learning and Spatial Pyramid Pooling (SPP)-NET model were established. LFW
data sets were used as model test samples. The results showed that the face detection model had an
accuracy rate of 99%. In face recognition, the self-learning CNN model had an accuracy rate of 94.9%
accuracy, and the SPP-Net model had an accuracy rate of 92.85%. It suggests that the face detection
and recognition model based on convolutional neural network has good accuracy, and the face recog-
nition efficiency of self-learning CNN model was better, which deserves further research and promo-
tion.
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1. INTRODUCTION

Face detection and recognition has great practical value [1] and has been extensively applied in aspects
such as security and business [2]. It is always a hot research field [3]. Under the promotion of advanced
technology, face detection and recognition technology has also been greatly developed and more and
more technologies have been continuously studied and practiced in that field, such as extreme learning
machine [4], subspace learning [5] and support vector machine [6]. Face recognition which is difficult to
be realized because of the influence of pose, illumination and occlusion [7] has attracted much attention.
Lai et al. [8] designed Sparse Representation Based Classification (SRC) algorithm using Lagrange Dual-
ity Method (LDM) and put forward LDM-SRC face recognition method. They found that the method
could not only reduce the efficiency of SRC algorithm and shorten computing time, but also has good face
recognition accuracy. Zhang et al. [9] designed a kernel sparse representation based classifier ensemble
(KSRCE) which had good classification performance on face image data without considering the impact
of random projection and kernel Gram matrix on KSRC. Lei et al. [10] proposed a face recognition
method based on the angular radial signature (ARS), extracted face features with Kernel principal com-
ponent analysis (KPCA), and realized face recognition with support vector machine. The experiment sug-
gested that the error rate of the method was smaller than 1%, which verified the reliability of the method.
Deep learning method also has a good application in face detection and recognition [11]; convolutional
neural network (CNN), especially, has excellent performance in the field of image recognition. At present,
methods such as Alexnet [12], VGGnet [13], FaceNet [14] have been developed. In this study, CNN-based
face detection and recognition method was studied. CNN-based face detection model, self-learning
CNN face recognition model and Spatial Pyramid Pooling (SPP)-Net face recognition model were intro-
duced respectively. The model was tested using LFW data set to understand the effectiveness of different
methods.
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Fig. 1. The structure of CNN.
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2. CONVOLUTIONAL NEURAL NETWORK
2.1. Composition of CNN

CNN [15] consists of feature extraction module and classifier. There are convolutional layer and pool-
ing layer in each feature extraction module, and classifier includes 1–2 fully connected layer. A simple
CNN structure is shown in Fig. 1.

The convolutional layer extracts image features by convolution operation, and convolutional calcula-
tion was performed on any point of an image to get image features by sliding of convolution kernel. The
more convolution layers, the better image feature extraction ability. If the first layer is a convolutional
layer, then the computational formula is:

(1)

where  stands for output after convolution,  stands for the number of current layer,  stands for activa-

tion function,  stands for input image set,  stands for output feature map matrix,  stands for con-
volution operation,  stands for matrix of convolutional kernel weight value, and  stands for biasing.

Pooling layer is generally located after convolutional layer, which is used for aggregating different char-
acteristics of image to reduce characteristic number and data dimension. Pooling technology includes
mean pooling and max pooling. The computational formula of max pooling is:

(2)

where  stands for pooling technology.
After multi-layer convolution, image features extracted by convolutional layer are classified using fully-

connected layer. If the l-th layer is a fully-connected layer, the computational formula is:

(3)

where  stands for number of neurons and  stands for the strength of connection between neurons.

2.2. Activation Function

To enhance the expression ability of neural network, the commonly used activation functions in CNN
are all non-linear activation functions, including:

(1) Sigmoid function is:

(4)

(2) Tanh function is:

(5)

(3) ReLu function is:
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Fig. 2. The process of CNN training.
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(6)

(4) Leaky-ReLu function is:

(7)

where a is a very small real number, usually 0.01.

2.3. Softmax Classification

CNN generally classifies using Softmax classifier. For input , the probability of  is:

(8)

The probability of k classification of  is:

(9)

where  stands for hypothesis function and  stands for model parameter.

2.4. CNN Training
CNN training includes forward propagation and back propagation, as shown in Fig. 2.

After the sample set is input, the parameters of the network are initialized, and then the image features
are extracted and fed back to the fully connected layer. After transformation and calculation, the data are
enhanced and classified, and the actual output is compared with the expected output. It is output if satis-
fying the expectation; otherwise the network will be back-propagated, the weight value will be updated
through minimizing error, and the result is calculated again.

3. CNN BASED HUMAN FACE DETECTION MODEL

CNN designed for human face detection in this study include 3 convolutional layers, 4 pooling layers,
introduction layer and 3 fully connected layers. The parameters of different layers are shown in Table 1.
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Table 1. Parameters of CNN for human face detection

Layer Input Convolution kernel Output

Convolutional layer 1 96 × 96 × 3 9 × 9 × 3 88 × 88 × 32

Pooling layer 1 88 × 88 × 32 2 × 2 × 1 44 × 44 × 32

Convolutional layer 2 44 × 44 × 32 9 × 9 × 32 36 × 36 × 32

Pooling layer 2 36 × 36 × 32 2 × 2 × 1 18 × 18 × 32

Convolutional layer 3 18 × 18 × 32 9 × 9 × 32 10 × 10 × 32

Pooling layer 3 9 × 9 × 32 3 × 3 × 1 3 × 3 × 32

Pooling layer 4 3 × 3 × 32 3 × 3 × 1 1 × 1 × 32

Introduction layer 1 × 1 × 3232 1 × 1 × 3232

Fully connected layer 1 1 × 1 × 3232 1 × 1 × 500

Fully connected layer 2 1 × 1 × 500 1 × 1 × 100

Fully connected layer 3 1 × 1 × 100 1 × 1 × 1
Convolution operation was performed according to the method described in section 2.1. The activation
function used was ReLu function. The step length of convolution kernel was 1 × 1.

To effective extract image features, max pooling was performed on the first three pooling layers to
obtain the local texture information of images:

(10)

Average pooling was performed on the last pooling layer to obtain the global information of images:

(11)

The activation function of fully connected layer 1 and 2 was ReLu function, and the activation of fully
connected layer 3 was Logistic regression function:

(12)

The learning algorithm of CNN was stochastic gradient descent algorithm, and the objective function
was:

(13)

where N stands for number of samples,  stands for the output of CNN, and  stands for the clas-

sification label of sample, among which positive sample was labeled as 1 and negative sample was labeled
as 0.

4. CNN BASED HUMAN FACE IDENTIFICATION MODEL

4.1. Self-learning CNN Model

A five-layer initial network structure was designed, including convolutional layer C1 and C2, pooling
layer S1 and S2 and fully connected layer. The weight value was updated using back propagation during
training. The network convergence speed was calculated:

(14)

where T stands for expected threshold, 0.1. The average error of system was:
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(15)

where N stands for the total number of samples, m stands for the number of output categories,  stands

for the output of neuron i corresponding to sample j,  stands for the real category label, and  and 

stand for binary matrices of 0 and 1 with 

When training network could not reach convergence, global extended learning which meant expanding
new branch on the basis of initial network structure was needed. The initial branch was set as A, and the
new branch was set as B; the output result of network at this moment was:

(16)

where  and  stand for binary vectors of  and  stands for column vector of m dimension. Back
propagation algorithm was used for training to complete global extended learning.

After global extended learning, network might not reach the optimal state. At this moment, new local
branch was added for local extended learning. Local extended learning meant integrating networks after
global extended learning and then implementing convolution and fusion computation. The feature map
of pooling layer S1 was input, then we have:

(17)

where  stands for the feature map of C1 in local branch,  and  stand for the feature map of
branch A and B in S1, and k stands for convolution kernel.

The local and global output were superposed, and the output result of network at this moment was:

(18)

where  stands for global output, i.e., the output of global extended learning,  stands for column

vector of local branch, and  stands for local output, i.e., the output of local extended learning.

After global and local extended learning, the network structure reached a very high precision, and a
self-learning CNN model was obtained.

4.2. SPP-Net Model
SPP can aggregate and transform features obtained in the process of convolution and pooling and input

them into fully-connected layer. There is no requirement for the input size of image. Fully-connected
layer can be transformed into a new feature vector required by the fully-connected layer after the pooling
operation of SPP. SPP-Net model uses pyramid pooling in the last layer of CNN and output by using

three feature matrices with different scales. If the image feature obtained after convolution was , sam-

pling was performed using three windows with different sizes, w, and step length s. The computational for-
mulas are:

(19)

(20)

where  stands for round up to an integer and  stands for round down to an integer. The output char-

acteristic matrices after SPP were 1 × 1, 2 × 2 and 4 × 4. Suppose there was  feature maps, then the out-

put matrices were . Then they were arranged into  feature vectors.

The structure of SPP-Net model is as follows.

(1) Input layer: The preprocessed image  was input.

(2) Convolutional layer C1: Convolution was performed on the input image through 15 convolution
kernel in a size of 5 × 5. ReLu function was used. Then 15 feature maps were obtained:

(21)
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Fig. 3. Pictures of human face in LFW data set.

Fig. 4. Pictures of human face after preprocessing.
(3) Pooling layer S2: Max pooling was performed. The pooling window was 2 × 2, and the step size was

2. After sampling, the size of feature map  was 28 × 28.

(4) Convolutional layer C3: Convolution was performed on . Thirty feature maps in C3 layer were
connected with 15 feature maps in the upper layer. The convolution kernel was 5 × 5, and the size of fea-
ture map after convolution was 24 × 24.

(5) Pooling layer S4: Max pooling was performed. The pooling window was 2 × 2, and the step size was

2. After sampling, the size of feature map  was 12 × 12.

(6) Convolutional layer C5: Convolution was performed on . Sixty feature maps in C5 layer were

completely connected with the upper layer. The convolution kernel was 5 × 5, and the size of feature map
after convolution was 5 × 5:

(22)

(7) SPP6: Max pooling was performed on sixty feature maps in C5 using three scales to obtain 1260 × 1 col-
umn vector, and it was input into the fully-connected layer.

(8) Input layer FC7: The output  of the fully-connected layer was input into Softmax classifier.

The vector  was calculated, and the image was classified.

5. ALGORITHM TESTING

5.1. Experimental Data and Preprocessing
The training and testing of the model was realized using Caffe framework. The human face detection

and recognition model was tested using LFW data set. LFW data set included 13233 pictures, most of
which were color pictures. The faces in the images had different expressions, gestures, illumination and
shields, which could effectively test the model. Part of the pictures in LFW data set is shown in Fig. 3.

To obtain better human face pictures, the pictures needed to be preprocessed. The pictures after pro-
cessing are shown in Fig. 4.
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Table 2. Human face detection result

Number of actual 

positive samples

Number of actual 

negative samples
Overall accuracy rate

Number of positive samples detected 986 6 99%

Number of negative samples detected 14 994

Accuracy rate 98.6% 99.4%
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Table 3. Human face recognition result

Number of actually 

matched samples

Number of actually 

unmatched samples
Overall accuracy rate

Self-learning CNN 

model

Number of samples 

detected as matched

956 58 94.9%

Number of samples 

detected as unmatched

44 942

Accuracy rate 95.6% 94.2%

SPP-Netmodel Number of samples 

detected as matched

921 64 92.85%

Number of samples 

detected as unmatched

79 936

Accuracy rate 92.1% 93.6%
5.2. Testing of the Human Face Detection Model
One thousand pictures of human face were selected from LFW data set randomly for testing of the

human face detection model. Picture of human face in resolution of 96 × 96 was taken as the positive sam-
ple. Then an image block in the same size was randomly cut from the pictures as negative samples. The
testing results of the model is shown in Table 2.

Table 2 shows that 986 positive samples and 994 negative samples were correctly detected by the model
in the detection of 1000 positive samples and 1000 negative samples. The detection accuracy rate was 98.6
and 99.4% respectively, and the overall accuracy was 99%. It showed that the CNN face detection model
designed in this study had a high accuracy rate.

5.3. Test of the Human Face Recognition Model
One thousand pairs of matched face samples and one thousand pairs of unmatched face samples were

selected from LFW data set to test the face recognition model.

Table 3 shows the result of face recognition using different convolution neural network models. It was
found that 956 pairs of matched samples and 942 pairs of matched samples were identified by using the
self-learning CNN model, and the overall accuracy rate reached 94.9%; when the SPP-Net model was
used, 921 pairs of matched samples were identified, and 936 pairs of unmatched samples were identified,
with an overall accuracy rate of 92.85%. Therefore for the same sample, the accuracy rate of the self-learn-
ing CNN face recognition model was higher than that of the SPP-Net model, which showed that the self-
learning CNN model was more effective in face recognition.

6. DISCUSSION AND CONCLUSIONS

With the development of society, more and more attention has been paid to face detection and recog-
nition. Identity recognition is of great importance to individual information and security. Face recogni-
tion is the most convenient and intuitive method in identity recognition. It judges a person’s identity
information by comparing face with known face. It can acquire information in natural state and has great
advantages compared with fingerprint recognition and iris recognition [16].

At present, face recognition has played an important role in many fields. For example, in the criminal
field, criminals can be identified through face recognition technology; in the financial field, user intelli-
gent and secure identity authentication can be realized through identity recognition; in the field of
human-computer interaction, encryption and decryption of personal computers, mobile phones, etc. can
be realized through face recognition technology [17], which can enhance security; in the field of security,
face recognition technology can be used to monitor public places and prevent crime [18] and can also be
used for strengthening the security of communities, companies and other areas.

Traditional face recognition methods include geometric feature method and local feature method.
With the development of technology, people find that convolutional neural network has great potential in
image recognition. It is applied to face recognition and many detection and recognition models have been
OPTICAL MEMORY AND NEURAL NETWORKS  Vol. 28  No. 2  2019
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developed. The research of convolutional neural network in face recognition field will become more and
more important.

Firstly, the structure of CNN was briefly introduced, and then the face detection model was designed.
In face recognition, two kinds of face recognition models were introduced. One was to add global and
local extended learning on the basis of CNN to improve the accuracy of the network and form a self-learn-
ing CNN model. The other was SPP-Net model which combined spatial pyramid pooling, and the last
layer of the CNN model used spatial pyramid pooling. Finally, the face detection and recognition model
was tested by the face pictures from LFW dataset. After pretreatment, the pictures were input into the
models. The results showed that the accuracy rate of the designed face detection model was 98.6% for pos-
itive samples and 99.4% for negative samples, and the overall accuracy rate was 99%. It indicated that the
face detection model had a good accuracy rate and could effectively detect face in pictures. In the face rec-
ognition model test, the accuracy rate of the self-learning CNN model was 94.9% and that of the SPP-
Net model was 92.85%, demonstrating that the self-learning CNN model was better than the SPP-Net
model in face recognition.

In summary, convolutional neural network has a great value in the field of face detection and recogni-
tion. Although the accuracy rates of different face detection and recognition models were different, they
all have high reliability and can detect and recognize faces accurately, which is worth further research and
promotion in practice.
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