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Abstract—The issues of increasing the operation efficiency of mobile communication systems of next

generations using adaptive noiseless coding are considered. The optimization method of the turbo code

encoder and decoder operation is proposed using an adaptive choice of the state diagrams size with a new

parameter of decoding uncertainty value. The method implementation allows us to provide the specified

values of information reliability without reducing the paths throughput of systems and networks of 5G

generation.
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1. RELEVANCE

In modern wireless telecommunication systems of 4G and 5G generation the noiseless codes are used to

increase the data transmission validity: Hamming codes, Bose–Chaudhuri–Hocquenghem codes,

Reed-Muller codes, concatenated codes, convolutional codes, polar codes, low-density parity-check codes

(LDPC), turbo codes (TC), etc. At the same time, there are more powerful codes (TC, LDPC codes) in data

channels, and less powerful codes (Hamming, Bose–Chaudhuri–Hocquenghem codes, Reed–Muller codes,

polar codes) in control channels. LDPC, TC, and polar codes are the most efficient of them. In terms of

energy parameters, turbo codes and LDPC codes approach the Shannon boundary quite close [1].

In modern 4G and 5G generation wireless data communication systems, the technologies of adaptive

regulation of modulation, power and coding parameters are used to improve energy characteristics [2]–[4].

The adaptive coding circuits are considered in this article. In 4G, 5G mobile communication systems for

coding adaptation, only one parameter is used: the redundancy of TC encoder or LDPC code. It is regulated

by changing the coding rate R in the range from 1/5 to 2/3. In this case, the use of TC is more expedient at low

coding rates, and LDPC codes—at higher ones.

In the 4G LTE standard, for high-speed data transmission, TC are used in combination with FM-4,

QAM-16, QAM-64 modulations, and for low-speed ones, the convolution and block codes are used. The TC

encoder consists of two recursive systematic convolutional codes (RSCC) with the constraint length K = 4

and the coding rate R = 1/2. The total coding rate of TC is equal to R = 1/3.

Each RSCC is presented in the following form:
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where g D D D1

3
1( ) � 	 	 is the RSCC feed-forward polynomial, g D D D0

2 3
1( ) � 	 	 is the RSCC

feedback polynomial.
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In the LTE system, the overall TC coding rate changes adaptively by using the HARQ scheme. The

coding rate equals to the following values: R = 1/2, 2/3, 3/4. The Log-Map decoder with 8 decoding

iterations is applied for the TC decoding. The length of information packet is of 6144 bits.

We have to provide the possibility to change other parameters: the state diagrams size of TC decoder, the

RSCC polynomials, the number of component TC encoders, and the decoding algorithms to improve the

efficiency of mobile systems.

2. RESEARCH AND PUBLICATION ANALYSIS

Briefly consider publications describing methods to improve coding. The method [5] is based on the

simultaneous use of two interleaving algorithms: the first algorithm determines the data frame to shift by a

certain number of positions, and the second algorithm performs data bit swapping depending on the value of

parameter S.

This technique is effective for short and medium length of S-random interleaver information blocks. The

fixed value of data bit spacing parameter S, the limitation on interleaver length and the computational

complexity of interleaving algorithm are the disadvantages of this method. This method cannot be

effectively used for the LTE wireless data transmission systems, where the information block has the length

of 6144 bits.

The two-step S-random interleaver is used in the method [6]. The increasing of minimum TC code

distance and the decreasing of correlation properties of coded sequences at the decoder output are the main

purposes of this method. The fixed value of data bit spacing parameter S, the calculated complexity of

interleaving algorithm, and the redundancy in information storage, namely, two interleaving tables, which

are used to deinterleave the input sequence, are the disadvantages of this method.

The use of S-random interleaver for parametric adaptation is considered in [7]. It is the most efficient one

among other types of interleavers (regular, pseudo-random).

The two-level scheme of parametric adaptation of the turbo code parameters is proposed in [8]: the

coding rate and the number of decoding iterations of turbo code change depending on the state of

information channel.

Another method is based on adaptive RSCC changes to improve their adjusting properties using the

neural networks [9].

The method [10] is based on the parameters adjusting of the S-random interleaver in the case of deviation

of the calculated values of normalized number of changes in the ratios signs of the posterior-a priori

log-likelihood function (LLF) for the transmitted data bits of the turbo code decoder from the nominal ones.

We see from the simulation results that the rational parameters of S-separation of the data bit interleaving for

S-random interleaver are obtained depending on the noise values in channel and the normalized number of

sign changes of the posterior-a priori LLF ratio for interactive TC decoder.

The results of efficiency improvement of mobile communication systems using neural networks in

conjunction with turbo codes are presented in [11].

LDPC codes and one-level parametric adaptation are used in [12], with the coding rate as the parameter.

The coding rate is selected by comparing the current bit error with the table values.

HARQ (Hybrid ARQ) retransmission systems with repeated request are used in [13], where the coding

rate adaptation with power consumption optimization takes place.
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Fig. 1. Block diagram of modified TC encoder.
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3. PROBLEM STATEMENT

The development of optimization method for the turbo code encoder and decoder operation by using

adaptive selection of the state diagrams size with the proposed parameter of decoding uncertainty value in

wireless data communication systems is the aim of this article.

4. BASIC DATA

The block diagram of the proposed modified TC encoder is shown in Fig. 1. Further, the two-component

TC is considered for simplicity.

The TC encoder consists of the cascade construction of parallel-connected RSCC separated by the

interleaver I. Before the TC encoder, the code information about the adaptive change of information block

size arrives at the block former from the decision block of the iterative TC decoder. The corresponding

decision is sent to each component TC decoder to change the state diagrams size of the corresponding

RSCC, while the calculation rules in the main TC decoding algorithms are changed.

At the time moment t, the user bit ut , t N
1, ,� of the block with size N arrives at the RSCC input. The

RSCC of turbo code generates systematic ct

S
and check bits ct

C
, t N
1, ,� , c ct t

S C
, ( , )
 0 1 , depending on the

input bit value. The systematic ct

S
and check bits ct

C
are converted into systematic x t

S
and check x t

C
symbols

t N
1, ,� , x xt t

S C
, ( , )
 �1 1 to carry out the FM-2 phase modulation of signal.

The turbo code word is formed by the parallel connection of two RSCC separated by the interleaver. As a

result of turbo coding, each systematic bit ct

S
corresponds to two check bits ct

C1
, ct

C2
, which are converted

into symbols x t

S
, x t

C1
, x t

C2

 �( , )11 .

The efficiency of turbo codes depends on the principles of code combinations formation and the MAP

(Maximum A posteriori Probabilities) decoding algorithms developed for them, such as Max-Log-Map,

Log-Map, SOVA, based on the maximum of a posteriori probability [14].

The iterative decoder consists of component decoders connected in series. One iteration includes two

serially connected component decoders, two interleavers and deinterleavers. The deinterleaver performs the

inverse of interleaving operation. There are d I� 2 component decoders in the TC decoder, where I is the

total number of decoding iterations, d D
2, ,� , D is the total number of component decoders.

There is the sequence at the TC encoder output:

X X� (
S
, X

C
),

where X U
S

� is the data output, X X X
C C1 C2

� ( , ) is the check output with the dimension v, v is the total

number of check symbols for each RSCC.
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Fig. 2. Trellis state diagram for component code (1, 5/7).

0/00

0/00

1/11

1/11

1/10

1/10

0/01

0/01

0 0

1 1

2 2

3 3

State at the

moment (t �1)

S st �

� �
1

State at the

moment t

u c ct t t

S S C

State at the

moment t

S st �

ut � 0

ut � 1



We assume that the communication channel is a discrete-continuous one with the ideal impulse response

h tc( ) �1. As a result, a signal is distorted only by the white Gaussian noise. From the channel output, the

symbols sequence is supplied to the TC decoder of each decoding iteration: Y L Y L Yc c

1
� ( , )

S1 C1
for the

decoder RSCC-1, where Y Y
Ñ1 Ñ11

� ( ,�, Y
vC1

), and Y L Y L Yc c

2 2 2
� ( , )

S C
for the decoder RSCC-2,

where Y Y
C C2 21

� ( ,�, Y
vC2

). In this case Y Y Y
S1 S S2

� , are the sequences of systematic symbols,

accounting the corresponding interleaving operation, and Lc is the parameter of “channel reliability”

characterizing the “noise” of information channel [15].

The decoding of turbo codes follows the same trellis diagram as the encoding. For example, the trellis

diagrams for the RSCC (1, 5/7) and (1, 13/11) are shown in Figs. 2 and 3, respectively.

The number of RSCC state diagrams adaptively changes with adaptively changing the block size
~
N ,

while their number is equal to the number of bits in the block of
~
N size.

The forward
~

( ) t s
�

�

1 and the backward
~

( )�t s values, the parameter � t s s( , )� , t N
1, ,
~

� , and the LLF ratio

L uk( ) for the transmitted bit are calculated to decode every bit.

For example, the MAP turbo code decoding algorithm with adaptive change of block size
~
N for the

component code (1, 5/7) is presented in Fig. 4.

The LLF ratio L ut( ) for transmitted bit ut is calculated as follows [15]:

L u
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Fig. 3. Trellis state diagram for component code (1, 13/11).
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where �s is the state for the time moment (t �1), s is the state for the time moment t, y y y y
N t

t t

N

1 1

1

1�

�

	

{ , , }is

one frame of the received symbol, which can be divided into three parts.

The first part contains the observations before the time moment t, the second part contains the current

observation, and the third part contains the observations after the time moment t.

We take into account the following expressions

P u u y y s st t t

N

t( , , / )� � �

	 �1 1

� �
� � � �

	 �

P y s s u u yt

N

t t t1 1/ , , � �P u u y s st t t� � �

�

, / 1
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	 �

P y s s P u u y s st

N

t t t t1 1/ , / , (2)

 t t

t
s P s s y( ) ( , )� � 1 , (3)

�t t

N

ts P y s s
� �

� � � �

1 1( ) ( / ), (4)

� t t t ts s P u u y s s( , ) ( , / )� � � � �

�1 , (5)

where  t s( ) is the general probability in the state s for the time moment t, �t s
�

�

1( ) is the conditional

probability in the state �s for the time moment (t – 1), � t s s( , )� is the conditional probability of existence of

transformation from st�1 to st . We obtain the LLF ratio for the transmitted bit L x t( ) caused by the symbol ut .

For example, for the first decoder we have the follows:
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Fig. 4. MAP turbo code decoding algorithm with adaptive change of block size
~

N for RSCC (1, 5/7).
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There are three events on the decision making for decoding by the decoder d, d 
 1, 2, the decoding

iteration j, j 
 1, …, I, data bit:

1) Event A1. There are no sign changes in the values L xa

d j

t

,
( )

S
and L xe

d j

t

,
( )

S
of j iteration

(sign sign
S S

( ( )) ( ( ))
, ,

L x L xa

d j

t e

d j

t� ), L x t(
S

) 0� . Make a “hard” decision that the bit x t

S
�1is transmitted.

2) Event A2. There are no sign changes in the values L xa

d j

t

,
( )

S
and L xe

d j

t

,
( )

S
of j iteration

(sign sign
S S

( ( )) ( ( ))
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L x L xa

d j

t e

d j

t� ), L x t( )
S

� 0. Make a “hard” decision that the bit x t

S
� �1is transmitted.

3) Event A3. The sign of the value of a priori L xa

d j

t

,
( )

S
and the sign of the value of posterior information

L xe

d j

t

,
( )

S
of j iterations are not equal to zero (sign sign

S S
( ( )) ( ( ))

, ,
L x L xa

d j

t e

d j

t� ). Decoding errors may occur.

The uncertainty parameter of the decoder d, d 
 1, 2, of the decoding iteration j, j 
 1, …, I is calculated

by the following procedure:

R t R t
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d

d j, ,
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�
1 1
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2

, (7)

if sign sign
S S

( ( )) ( ( ))
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L x L xa

d j

t e

d j

t� , t 
 1, …, N.

The more often the uncertainty values of the R increase, the more often incorrectly decoded bits appear,

which leads to the reliability deterioration in the information reception.

The total uncertainty parameter R
�

is determined by the sum of uncertainty parameters for all decoding

iterations:

R R
d j

j

I

�

�

�

�

,

1

. (8)

For the convenience of calculations and adaptation, we normalize the uncertainty parameter as follows:

~

~ ~
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R
R
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R
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I

�

�

� �

�

�

1
, (9)
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where B is the number of information blocks of a certain observation window,
~
N is the variable size of

information block, I is the number of turbo code decoding iterations.

The adaptive selection of the state diagram size of the corresponding RSCC is carried out with parametric

adaptation based on the calculation of uncertainty value for the decoder d, d 
1, 2, of the decoding iteration

j, j 
 1, …, I, depending on the accumulated decoding uncertainty values of B information blocks.

The block diagram of the iterative TC decoder that contains calculation modules for uncertainty

parameters R
d j,

, R
�

,
~
R, which adaptive in the number of state diagrams with the decision block, is shown in

Fig. 5.

The optimal values of the parameter
~
N of the state diagrams sizes of TC encoder and decoder are selected

according to the values
~
R. Information about the parameter value

~
N is transmitted to the TC encoder and

decoder to change the input block size and, accordingly, the number of state diagrams of the TC decoder.

The algorithm for implementing the optimization method for encoding/decoding of turbo codes is as

follows.

Step 1. Formation of the initial state diagram of the TC encoder and decoder.

Step 2. Formation of the values set of information and check symbols received from the TC encoder:

X X� (
S
, X

C
),

X X X
C C1 C2

� ( , ).

Step 3. Formation of the values set of information and check symbols received from the channel for the

TC decoder:

Y L Y L Yc c

1
� ( , )

S1 C1
,

Y L Y L Yc c

2 2 2
� ( , )

S C
.
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Fig. 5. Block diagram of TC decoder accounting adaptive choice of state diagrams size.
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Step 4. Formation of a set of LLF ratios at the decoder input about the transmitted information bits at the

1st and 2nd decoders of the j-th iteration

� �
L L x L x L xA a
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2
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~( ) ( ) ( )

S S S
� . (10)

Step 5. Formation of a set of LLF ratio a posteriori values about the transmitted bits on the 1st and 2nd TC

decoders:
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Step 6. Loop execution: if
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If the condition is not fulfilled, then

R i R i
d j d j, ,

( ) ( )� �1 .

Step 7. Calculation of the average value from B data blocks receiving:

~
R R i

i

B

�

	

� �

1

. (12)

Step 8. The value of signal-to-noise ratio Z is calculated, and the parameter
~
N of state diagrams sizes of

the TC encoder and decoder is selected solving the conditional discrete optimization problem:


 
� �
N f R N R N Z

S

*
min

~
(

~
) (

~
) ,�  spec .

The specified uncertainty values
~
Rspec are obtained using a test sequence and neural network

technologies for the specified values of average probability of the decoding bit error PBdec. In this case, the

specified uncertainty values
~
Rspec correspond to the values of signal-to-noise ratio (SNR), and these

correspondences are determined by simulation modeling, f ( )� is set as a table.

The normalized uncertainty values that are used for the adaptation of state diagrams sizes of the TC

encoder and decoder are presented in Table 1. They are obtained by simulation modeling for TC with the

polynomials (1, 13/11), the coding rate R = 1/3, the Max-Log-Map decoding algorithm for various decoding

iterations and the state diagrams sizes of TC encoder/decoder for the channel with additive white Gaussian

noise with different SNR values.
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5. ANALYSIS OF RESULTS

The simulation modeling is used to analyze the effectiveness of the optimization method for TC encoder

and decoder operation using the adaptive selection of state diagrams size. The fourth generation

LTE-Advanced mobile communication standard is selected for comparison. The simulation is carried out in

the Visual Studio 2019 environment. The data transmission system with turbo codes, the OFDM modulator

(demodulator), the channel with additive white Gaussian noise is simulated. The simulation results are

obtained based on the reliability  = 0.95, t


= 0.95 (the Laplace function argument), and the relative

accuracy d = 0.1.

The turbo code is used with the generators (1, 23/21), the decoding algorithm Log-Map and

Max-Log-Map, the redundancy R = 1/3, the pseudo-random and regular interleaver (deinterleaver), the

adaptive selection of the state diagrams size
~
N = 100, 500, 1000. The SNR varies from 0 to 2.5 dB. The

average value of the decoding bit error probability PBdec_spec �

�

10
4

is selected as the specified value of

information reliability.

The dependences of the average probability of decoding bit error rate PBdec (BER) vs the signal-to-noise

ratio E Nb J/ are shown in Fig. 6, where Eb is the bit energy, N J is the power spectral density of white

Gaussian noise in the channel with additive white Gaussian noise for TC with the polynomials (1, 23/21), the

coding rate R = 1/3, the decoding Max-Log-Map algorithm for different decoding iterations and the state

diagrams sizes of TC encoder/decoder.
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Table 1. Simulation results for turbo coding with regular interleaving algorithm, Max-Log-Map, decoding

algorithm at different decoding iterations and different state diagram sizes

SNR

Iteration

I = 1 I = 2 I = 4 I = 8

100

bits

500

bits

1000

bits

100

bits

500

bits

1000

bits

100

bits

500

bits

1000

bits

100

bits

500

bits

1000

bits

0 77.055 71.354 87.954 39.833 32.638 56.460 13.957 9.481 23.339 5.421 3.239 10.410

0.2 75.115 68.186 84.995 37.435 30.242 53.260 12.693 8.435 20.503 4.869 2.784 8.260

0.4 72.899 65.008 82.179 35.795 27.651 48.855 11.551 7.461 16.496 4.387 2.388 5.136

0.6 68.789 61.692 78.096 32.861 25.121 43.724 10.644 6.443 11.397 3.907 2.012 2.107

0.8 65.224 58.037 74.258 30.402 22.555 37.545 9.340 5.451 6.624 3.418 1.643 0.591

1.0 61.513 53.983 69.094 27.722 19.950 31.349 8.232 4.629 3.170 2.807 1.347 0.192

1.2 57.511 50.121 64.532 24.928 17.343 25.018 6.873 3.753 1.346 2.373 1.059 0.036

1.4 53.407 46.066 58.835 21.915 15.072 19.010 5.813 3.014 0.516 1.888 0.841 0.014

1.6 49.420 42.116 53.010 19.394 12.718 14.084 4.826 2.406 0.190 1.534 0.620 0.003

1.8 45.169 38.062 47.408 16.687 10.720 10.081 3.800 1.849 0.076 1.134 0.458 0.001

2.0 40.738 34.356 41.624 14.079 8.798 7.216 2.990 1.372 0.025 0.843 0.345
5.41e-

4

2.2 37.090 30.336 36.308 11.551 7.161 4.885 2.354 1.037 0.013 0.630 0.232
1.27e-

4

2.4 33.434 26.674 31.592 9.646 5.607 3.355 1.661 0.716 0.004 0.427 0.152
6.12e-

5



We see that the probability of decoding error decreases with an adaptive increase of the state diagram size

of TC encoder/decoder from the analysis of simulation results (Fig. 6). So, the probability of decoding error

decreases changing the parameter
~
N of state diagram size of encoder/decoder from 100 to 1000, for

example, from 2 10
1

�

�

to 6 10
4

�

�

for SNR = 1 dB for 8 decoding iterations, and from 8 10
1

�

�

to10
5�

for SNR

= 2 dB for 8 decoding iterations.

6. CONCLUSIONS

1. The optimization method for TC encoder and decoder operation by using adaptive selection of the state

diagrams size using the proposed decoding uncertainty parameter is proposed in this article.

2. In contrast to the known results, an adaptive choice of the state diagram size of TC encoder/decoder is

carried out depending on the SNR in the channel and the values of normalized number of changes in the sign

of the posterior-a priori LLF ratios about the transmitted data bits of the turbo code decoder.

3. We can see from the simulation analysis that, the proposed method selects the rational size of the state

diagram of TC encoder/decoder to ensure the specified values of information reliability, which is confirmed

by comparison with other simulation results.

4. The proposed method is a further development of the adaptive coding technologies without reducing

the system capacity and differs from [10] in using various RSCC TC polynomials for adaptation. These

polynomials define the required structure and size of the state diagram of the encoder and TC decoder,

accordingly. In this case, the interleaver size is fixed. Both methods complement each other and can be used

to provide the specified values of information reliability without reducing the path bandwidth of systems and

mobile networks of 5G generation.
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Fig. 6. Dependences of average BER probability vs SNR in channel for second (a), fourth (b), eighth (c)

decoding iterations and various state diagrams sizes of TC encoder/decoder.
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5. This method can be used in conjunction with other adaptation methods, for example, with the coding

rate adaptation, the polynomials of component TC codes, in systems with multivariable adaptation operating

under conditions of a priori uncertainty.
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