
ISSN 0146-4116, Automatic Control and Computer Sciences, 2019, Vol. 53, No. 8, pp. 1038–1044. © Allerton Press, Inc., 2019.
Russian Text © The Author(s), 2019, published in Problemy Informatsionnoi Bezopasnosti, Komp’yuternye Sistemy.
Model and Method for Optimizing Computational Processes 
in Parallel Computing Systems

V. G. Anisimova, *, P. D. Zegzhdaa, **, E. G. Anisimovb, T. N. Saurenkob, and V. V. Kasatkinc

aPeter the Great Polytechnic University St. Petersburg, St. Petersburg, 195251 Russia
bRUDN University, Moscow, 117198 Russia

cSt. Petersburg Institute for Computer Science and Automation, Russian Academy of Sciences,
St. Petersburg, 199178 Russia

*e-mail: an-33@yandex.ru
**e-mail: zeg@ibks.spbstu.ru

Received November 12, 2018; revised November 22, 2018; accepted December 1, 2018

Abstract—The paper proposes a model and a method for optimizing computational processes in par-
allel computing systems. The model is constructed by the decomposition of computer programs for
solving problems into relatively independent elements (blocks) and presenting the information depen-
dence of the blocks in the form of corresponding directed graphs. Here, the computational process
organization consists in the dynamic allocation of resources of a computing system for the implemen-
tation of operations of each block. As an efficiency indicator of this process, we take the time of imple-
menting operations of all blocks of considered programs (the solution time of related problems). The
goal of the optimization is to reduce this time as much as possible. To form the optimal resource allo-
cation, we propose the method based on the branch-and-bound procedure.
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INTRODUCTION
A characteristic feature of the modern stage of computer development is the advent and widespread use

of large-scale computers and supercomputers. Their appearance is due to the need to rapidly resolve com-
plex information and calculation tasks in various spheres of action [1–18]. Solving such tasks is associated
with the necessity to handle enormous volumes of information nearly impossible by von Neumann com-
puters. A way out of this situation at present and in the foreseeable future is ensured by a parallelization of
corresponding algorithms and using parallel computing systems (large-scale computers and supercom-
puters). However, the efficiency of using such systems for solving a given problem, largely depends on the
compatibility of the structure of a computer program that implements an algorithm for solving the prob-
lem and organizes its execution with features of the computer architecture. For example, in programs tar-
geted at a vector-pipeline computer, it is necessary to vectorize internal cycles, while in programs targeted
at a parallel computer with a shared memory or a computer cluster with a distributed memory, we should
parallelize pieces of a program and efficiently organize their execution. Here, the parallelization as well as
the organization of programs running on a specific computer depend on the specifics of the task and rep-
resent problems of their developers [19, 20]. The aim of this paper is to propose tools for solving the prob-
lem of the optimal computational process organization (CPO) in parallel computers with a shared or dis-
tributed memory. The development of these tools consists in constructing a model and a method that
ensure the problem-time optimal CPO.

DESCRIPTION OF THE MODEL
An application problem solved with the use of computer equipment is presented as a corresponding

computer program. This program represents a given sequence of operations that convert input data into
output data. An operation cannot start before the end of all operations that are suppliers of input data
required for it. Hence, the computer program sets the partial order of execution of included operations
1038



MODEL AND METHOD FOR OPTIMIZING COMPUTATIONAL PROCESSES 1039
[19]. For each pair of operations this order specifies an operation that must be executed earlier or notes
that the operations are independent and can be executed in any order. If the program does not contain inde-
pendent operations, then the order is linear and only one variant for the program’s implementation is available.
In the case of independent operations, a fairly wide range of implementation variants can be found and the
problem of choosing the best of them arises. For benefit of the choice, the criterion of optimality is specified
and the computer program is decomposed into relatively independent blocks. Each block contains one or more
related operations. The information interrelation of the blocks is presented by the directed graph

(1)
where i and j are node numbers of this graph,  is the number of allotted relatively independent blocks of
the program, and  is the number of the nodes of the graph.

Each computational procedure in this graph is placed in correspondence with an arc , which connects
the th and th nodes. The node  represents the event, which consists in starting the computer program.
The nodes  represent the events, which consist in the completion of all computational procedures
corresponding to arcs incoming to each of them. Here, the mth node represents the event, which consists in the
completion of executing the computer program (the completion of problem solving).

The sequence of computational procedures obeys the following condition: a procedure corresponding
to an arc coming from any node cannot be started until the completion of all procedures corresponding to
the arcs incoming to this node is found.

The possibilities of a computing system for operations that compose each of the arcs are specified by
the vector

(2)

where  is the time required for the kth element of the computing system to execute the procedure
corresponding to the (i, j)th arc; k is the identifier of an element of the computing system; and R is the set
of elements of the computing system.

If the kth element of the computing system cannot execute operations of the procedure corresponding
to the (i, j)th arc, then .

Assume that with the procedure involving the execution of operations corresponding to the (i, j)th arc
of a certain set W(i, j) of elements of the computing system, their execution time t(i, j) is determined by a
certain function

(3)
Its constructive presentation depends on the specific operations of the procedure.
The CPO is defined by the set

(4)

where  is a moment corresponding to the start of the nth procedure of the program in implementing
the P variant of the CPO and  is a set of elements of the computing system that are involved in exe-
cuting the (i, j)th procedure of the program when implementing the P variant of the CPO.

It is assumed that an interruption of each started procedure is not allowed and the composition 
of involved elements is not changed during the procedure’s execution.

The set of all paths of directed graph (1) that connect its initial and terminal nodes we denote by GL.
The execution time T(P) of the computer program is equal to the maximum time TL(Р) of the travel L∈GL
from the initial node i = 0 of graph (1) to its terminal node i = m in implementing the P variant оf the CPO.

With allowance for the accepted notation and constraints, a model for the choice of an optimum variant of
the CPO can be formally presented as the following mathematical programming problem: specify the variant

(5)

(of the organization of a computational process implementing the execution of the computer program
described by directed graph (1)) satisfying the condition

(6)

under the constraints
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(7)

(8)

where FP(t) is a set of individual processes executed at the moment t for the P variant of the CPO;

(9)

and K is the power (the number of elements) of the set R.
Condition (6) in model (5)–(9) formally reflects the desire to minimize the execution time of the com-

puter program. Condition (7) establishes that computational procedures corresponding to an arc coming
from any node of graph (1) can start only after the completion of all procedures represented by the arcs
incoming to this node. Condition (8) establishes that the number of simultaneously used elements of the
computing system cannot exceed their total number.

In general, a computational process (organized on model (5)–(9)) that implements the execution of
the computer program whose structure is described by directed graph (1), provides the minimization of
the solution time of the corresponding applied problem.

METHOD FOR OPTIMIZING THE COMPUTATIONAL PROCESS
Model (5)–(9) represents a nonlinear integer programming problem. It belongs to the class of non-

polynomially complex tasks. A unified optimization algorithm for problems of this type is not found.
Almost all of them require a special algorithm that takes into account its specificity [19–25]. In this
regard, consider an algorithm that takes into account the specificity of model (5)–(9). For the basis of the
algorithm we take the branch-and-bound procedure [26, 27]. It contains a finite number of steps and rests
on the following constructions [28, 29]:

(a) Representing the set  of fragments g (feasible for constraints (7)–(9)) of a P plan of the
CPO, as a tree of subsets (branching).

(b) Computing the low bound of goal function (5) for these fragments (branches).
(c) Finding acceptable variants of the P plan of the CPO.
(d) Checking these variants for optimality.
Branching in the proposed algorithm is implemented on the basis of a dichotomous scheme. In its

implementation, every vgth node of the gth branch of the tree of variants represents an element of the plan.
Here, if the (i, j)th computational procedure corresponding to this element starts at the Ag(i, j)th moment
for the Wg(i, j)th variant of bringing elements of the computing system to the execution of the procedure, then

(10)
If the (i, j)th computational procedure does not do this, then

(11)

Here,  (starting points for corresponding procedures) for each branch  must be
chosen from the ascending sequence corresponding to this branch

(12)

In this case,  and the subsequent moments  are determined recurrently by the formula

(13)

where  is a set of procedures  previously included in the gth branch and uncompleted to the

point in time ; i.e.,

(14)

Here,  in (14) is determined by relation (3) for .
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Hence,  represents a sequence of points in time at which the execution of computational procedures
included in the considered branch of the tree of variants ends and involved elements of the computing sys-
tem are released. Here, the condition  reflects the fact that all variants of implementing the com-
puter program corresponding to graph (1) start at the moment .

The timing of the beginning of the processes in breach of the specified sequences makes it impossible
to reduce the total execution time of the program. In fact, for any plan  (of the CPO) containing the gth
fragment, the early start of any procedure  belongs to sequence (12) by definition. Consequently,
later starts of computing procedures lying on paths critical for the P plan also belong to this sequence. For
procedures that do not belong to critical paths, variation of the start times within corresponding reserves
of time is possible. However, the limits of these reserves also belong to sequence (12) and the variation
within the limits does not change the total execution time of a computer program. Consequently, the start
and end times of procedures of (optimal for criterion (6)) plan (5) of the CPO must belong to the sequence

 corresponding to this plan.
To implement the dichotomic branching scheme, we introduce the set of all possible variants of the

assignment of computer system’s elements for implementing each (i,j)th procedure (arc) of graph (1)

(15)

where 

Then, the position number  of the element  of the set U characterizes an executed compu-
tational procedure and a variant of bringing elements of the computing system to the procedure’s execution.

With allowance for (15), a branching process for the benefit of forming optimal plan (5) of the CPO,
consists in choosing (for each ordinary moment ) admissible variables  and specifying

their values; i.e., relation (10) takes the form  if the procedure  corresponding

to the variable  starts at the moment  for the th variant of the assignment

of elements of the computer network for the procedure’s execution, or  if this process for

the considered variant of the resource assignment does not start at the moment .

The set  of variables , which can be included in the gth fragment of a plan of the

CPO at the moment , contains values of  corresponding to procedures  previously
not included in the gth branch; for them

(16)

(17)

Here,  is a set of free elements of the computing system for the gth fragment of the plan of the CPO at

the moment  and  is a set of variables  included in the gth branch of the tree of variants of

a plan of the CPO to the moment .
Condition (16) allocates computational procedures for which all procedures that represent suppliers of

input data required for them are executed at the moment . Condition (17) selects those of them for which
there are free elements of the computer network.

As an estimate  of the lower bound of goal function (6) for each gth fragment of the production plan,

we can take the maximum time  of travel from the initial node i = 0 of graph (1) to its terminal node;
this time is determined without regard to the constraints on allotting elements of the computer network
for processes not included in g, i.e., belonging to the set G*, which supplements g to the set of procedures

gβ

1 0gt =
0t =

P
( ),i j g∈

gβ

( ){ } ( ), , , , 1,2,...,qU u i j i j G q= ∈ =

( ) ( )

( )

1, if for executing the ( , )th procedure, the system involves a set

, of elements of the computer network;
,

0, if for executing the ( , )th procedure, the system does not involve a set

, of el

q

q

q

i j

W i j
u i j

i j

W i j

=

ements of the computer network.








q ( ), 1qu i j =

i
g gt ∈ β ( ),qu i j U∈

( ){ }, , 1n
g g qt u i jν = = ( ),i n j G∈

( ),qu i j ( ), n
g gA i j t= ( )( , ) ,q

gW i j W i j=
( ){ }, , 0n

g g qt j i jν = =

( ), n
g gA i j t=

n
gU U⊂ ( ),qu i j U∈

n
gt ( ),qu i j U∈ ( ),i j G∈

( ) ( ) ( ), , , , ;n
gA l i t l i t l i G+ ≤ ∈

( ), .q n
gW i j R⊆

n
gR

n
gt 1( )n

g gU t − ( ),qu i j
1n

gt
−

n
gt

gQ
g

LT
AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 53  No. 8  2019



1042 ANISIMOV et al.
of graph (1). Here, if at the subsequent branching step (corresponding to the moment ) for the procedure

 it is assigned  then for determining  we have the following items:

(a) The procedures  previously included in the gth fragment of the plan (i.e., procedures for

which ), start at corresponding moments  and end at the moments 
(here,  are determined by relation (3)).

(b) For the procedure  corresponding to the variable  and, hence, included at

a considered step in the gth branch of the tree of variants, the start time is  and the completion

time  ( is determined by relation (3)).

(c) For the procedures  (corresponding to the variables ), which by con-

straint (16) at the moment  cannot be executed at the same time with , the start time is  and the

completion time is determined by the relation , where

(18)

Here, if at the considered branching step it is assigned , then for determining  we
additionally have the following items:

(a) Each procedure  previously included in the gth fragment of the plan (i.e., a proce-

dure for which ), starts at the corresponding moment  and ends at the moment
 (  is determined by relation (3)).

(b) The procedure  corresponding to the variable , starts at  and ends at .

(c) The remaining the procedures  corresponding to the variables , start

at  and end .
An important element of the method for solving problem (5)–(9) is a way of choosing the subsequent

procedure and a variant of assigning elements of the computer network for executing the procedure: this
element significantly affects the convergence of the method. Formally, this way consists in choosing the
variables  for inclusion in the gth branch at . In the proposed method, at the subsequent branch-

ing step, the variable  is chosen; for this variable,

(19)

If several variables of this kind are found, then the choice of them is carried out in accordance with the
following rule of preference:

(20)
i.e., the variable corresponding to the procedure with the smallest number i is first included in a branch of
the tree of variants. If, here, several variables of this kind are found, then the variable corresponding to the
procedure with the smallest number j is chosen from them.

The tree traversal is organized in accordance with the “go right” rule. This allows us to store in a com-
puter memory when solving the problem only the current fragment of the plan, the smallest value of pre-
viously obtained values of the goal function, and a feasible plan (of the CPO) corresponding to this value.

This rule, combined with the considered method of choosing computational procedures and elements
of the computing system involved in their implementation, represents an approximate algorithm for solv-
ing problem (5)–(9); this algorithm allows us to obtain the first feasible solution in a finite number of steps
equal to the number N of arcs of the graph G.

Each gth branch ends if it includes all  procedures (arcs of the graph G), i.e., the feasible P plan of
the CPO is obtained, or if

(21)
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where  is the minimum value of the goal function for previously obtained feasible plans (a record) and
μ is the assigned permissible relative deviation of the goal function from the optimal value (the accuracy
of optimization).

The fulfilment of condition (21) means that it is impossible to improve a previously obtained plan on
a considered branch more than by 100μ% and its continuation within the given accuracy of optimization
is meaningless. The procedure for finding a solution ends if condition (21) holds for all remaining
branches.

With the assigned way for traversing the tree of variants, such a situation is matched by the second
return to the root node. Here, the last record represents the sought value of goal function (10) and feasible
plan (5) corresponding to this value and represents the optimal Р* plan of the CPO for the program whose
structure is presented by graph (1).

CONCLUSIONS
Using the this model and method ensures the formation of optimal plans of the CPO in computing sys-

tems with a shared or distributed memory. In the context of the model we propose the procedure of form-
ing a plan of the CPO; the procedure provides the analysis of all possible variants for such an organization
and excludes duplicates when viewing them. Here, for its implementation it is sufficient to store in the
computer memory only the current fragment of the plan for organizing the process, the smallest value of
previously obtained values of goal function (5), and a corresponding feasible plan. This significantly
reduces the cost of computer resources in the formation of the plan in question. The proposed rule for tra-
versing a tree of variants, combined with the method of choosing, at every branching step, the computa-
tional procedures and elements of the computing system involved in their implementation, represents an
approximate algorithm for solving problem (5)–(9); this algorithm allows us to obtain the first feasible
plan of the CPO for the finite number of steps equal to the number N of arcs of graph (1).

In general, the proposed model and method allow optimizing a computational process in parallel com-
puting systems.
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