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Abstract—The paper overviews the existing digital Russian-language thesauri and the methods of their
automatic construction and application. The authors have analyzed the main characteristics of the-
sauri published in open access for scientific research, evaluated trends of their development, and their
effectiveness in solving natural language processing tasks. Statistical and linguistic methods of thesau-
rus construction that allow automation of their development and reduce the labor costs of expert lin-
guists have been studied. In particular, algorithms for extracting keywords and semantic thesaurus
relations of all types have been considered and the quality of the thesauri generated with the use of
these tools was assessed. To illustrate features of various methods of constructing thesaurus relations,
the authors developed a combined method that fully automatically generates a specialized thesaurus
based on a text corpus of a selected domain and several existing linguistic resources. The proposed
method was used to conduct experiments on two Russian-language text corpora that represent two dif-
ferent domains: articles on migration and tweets. The resulting thesauri were analyzed by means of an
integrated assessment that had been developed by the authors in a previous study and allows one to
determine various aspects of the analyzed thesaurus and appraise the quality of the methods of its gen-
eration. The analysis revealed the main advantages and disadvantages of various approaches to thesau-
rus construction and extraction of semantic relations of different types, and also made it possible to
identify potential focus areas for future research.
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INTRODUCTION
A thesaurus is a vocabulary of natural language terms that includes a system of relations between these

terms [1]. A thesaurus can be used both as a resource for information retrieval and as a terminology source
or reference material. Relations between words serve as a material for constructing lexical–semantic net-
works for extracting knowledge and determining the words’ semantic proximity. The formalized nature of
thesauri makes it possible to easily automate their application. Many researchers emphasize the impor-
tance of constructing digital thesauri and the prospects of using them in systems of automatic text process-
ing [2, 3].

While solving natural language processing problems, the authors discovered the fact that a thesaurus
can act as a convenient model of a domain. The authors have successfully used an automatically generated
thesaurus to construct an alternative navigation system for the e-tourism resource Open Karelia [4] and
also for sentiment classification of newspaper articles [5]. It should be noted that these studies were con-
ducted on English texts and utilized corresponding methods, algorithms, and linguistic resources.

The attempt to apply the developed approaches directly to analyzing Russian-language texts did not
prove equally successful. Even the most superficial analysis demonstrated a low quality of the generated
thesauri, in particular, a small number of extracted relations between words. Additionally, using an exter-
nal digital thesaurus, RuThes, in the algorithms as an alternative to the English-language thesaurus Word-
Net did not affect the quality of the solution in any significant way. This prompted the authors to analyze
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the methods of Russian-language thesauri construction and consider the existing digital Russian-lan-
guage thesauri more closely.

In 2015, a brief analysis of Russian-language thesauri was performed in [6, 7]. The authors of the over-
views note the insufficient volume of these resources, in particular in comparison with WordNet; the dif-
ficulty of integration with existing algorithms and natural language processing systems; and the complex-
ity or impossibility of their use, particularly for commercial purposes. However, digital resources can
change quite quickly, so it would be interesting to identify the dynamics and trends in the development of
Russian-language thesauri.

The existing thesauri are not able to fully cover the whole range of natural language processing issues,
especially ones specific to individual domains, so the task of constructing new thesauri—both as indepen-
dent resources and as auxiliary tools—is of immediate interest. Unfortunately, the authors of this study
were not able to find overviews of automated construction methods for Russian-language lexical
resources. Therefore, describing the methods used for automatizing thesaurus construction and deter-
mining development directions for these methods was chosen as one of the goals of this article.

The presented study consists of three parts. The first part analyzes the characteristics of digital Rus-
sian-language thesauri, determines the dynamics of these resources’ development, and assesses the pos-
sibilities of applying them to natural language processing tasks. In the second part, the authors consider
the currently used methods for constructing lexical resources of extracting terms and relations between
them to determine the main trends and possible development directions in this area, primarily in what
concerns thesauri construction. The third part describes the authors’ own experience of constructing Rus-
sian-language domain-specific thesauri. The conclusions section sums up the results of the study.

1. EXISTING DIGITAL RUSSIAN-LANGUAGE THESAURI: AN OVERVIEW
For English-language thesauri, the free linguistic resource WordNet (https://wordnet.princeton.edu)

can arguably be considered a model one. The project has been developed since the early 1980s and is cur-
rently actively used in research. For the Russian language, several projects of this kind exist.

1.1. Properties and Characteristics of Thesauri
The largest thesaurus by volume is RuThes, a project developed by the Laboratory of Information

Resources Analysis headed by N.V. Loukachevitch [8]. It is based on WordNet construction principles,
but uses a different entity description model. Each unit of the thesaurus is a concept with an attached set
of terms with values corresponding to the concept. The terms can be words or phrases and their number
can be quite large, 20 or more. Words and phrases that are related to the same concept are termed as onto-
logical synonyms.

Concepts are connected by a system of relations. RuThes uses four types of relations: two types of hier-
archical relations—“class–subclass” and “part–whole”—and two types of associative relations—symmet-
rical association, which connects concepts that are very close in meaning, but are not joined into one con-
cept, and unsymmetrical association, which connects two concepts that cannot exist without each other,
but are not connected by any other relations.

At the moment the RuThes thesaurus contains 55 thousand concepts, 158 thousand words and expres-
sions, and 210 thousand relations between these concepts. As is evident from Table 1, this amount of infor-
mation is comparable to the volume of WordNet in all respects except the number of entities. However,
the RuThes concept model and the WordNet synset model differ in meaning, so this quantitative compar-
ison is not quite appropriate in this case.

An XML version of the thesaurus is available on request for noncommercial use. In addition, RuThes-
lite, a free version of RuThes that contains 115 thousand words and expressions, can be modified and cop-
ied likewise for noncommercial purposes [9].

RuThes is developed and updated mainly by the experts from the Laboratory of Information Resources
Analysis. This approach guarantees thesaurus quality, but necessitates considerable time for updating and
modifying the data. The authors pay attention to the feedback about their project and take substantial
comments into account. In 2017, RuThes was automatically converted to WordNet format in order to inte-
grate with the existing global ontologies and thesauri in other languages. As a result, the RuWordNet the-
saurus was created, containing 111.5 thousand Russian-language words and expressions [10].

Yet another active project of constructing a Russian-language thesaurus is Yet Another RussNet
(YARN) [11]. The developers use a synset model that fully corresponds to WordNet synsets—groups of
synonyms and quasi-synonyms, united by a shared lexical meaning. Synsets are linked together by hierar-
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Table 1. Characteristics of Russian-language thesauri in comparison with the English-language thesaurus Wordnet

Characteristic RuThes YARN Wordnet.ru RussNet Wordnet

Base unit Concept Synset Synset Synset Synset
Quantity of units 55 k 70 k 20 k 5.5 k 117.7 k
Quantity of words, phrases 158 k 143.5 k 100 k 15 k 155 k
Relation types Hierarch., associat. Hierarch., antonymy Hierarch. Hierarch., ant-

onymy, associat.
Hierarch.

Quantity of relation pairs  210 k 134 k – – 207 k
Usage format XML XML Text files – API
Latest update Continuously 

updated
Continuously 

updated
28.08.2008 14.06.2005 Continu-

ously updated
Head organisation Laboratory 

of Information 
Resources Analysis

Ural Federal Univer-
sity, Saint Petersburg 

State University

Unaffiliated 
research

Saint Petersburg 
State University

Princeton 
University
chical relations and relations of antonymy (established between terms with opposite meanings). Addition-
ally, YARN also includes relations between words and interlingual links between YARN and WordNet
synsets. Wiktionary data was used as a starter content source.

A distinctive feature of this project is the crowdsourcing approach to appending the thesaurus: any user
registered on the YARN website can participate in adding and editing data. The authors of the project
declare quality control by selecting a body of editors from the numbers of the website’s users. The editors
can approve or discard changes, as well as prohibit further editing of individual elements of the thesaurus.
Thus, the quality of the project directly depends on the selected editors’ qualification levels.

YARN currently contains 143508 words, 69799 synsets, 104906 unedited synonym pairs, and 29764
unedited hierarchical hypo-/hypernymic relations. The numbers are smaller than those for RuThes and
WordNet, but a comparison of YARN’s volume in 2015 [7] and 2018 demonstrates an evident growth pat-
tern. That seems to be due to automatizing the process of extracting data from Wiktionary and similar
resources and to the crowdsourcing approach.

An undeniable advantage of the project is the fact that YARN is distributed under a license that allows
the use of the materials in research and commercial applications, as well as copying and modifying the
data, provided that a reference to the source is included. The content of the thesaurus is provided in XML
format.

Another open access thesaurus is Wordnet.ru or Russian Wordnet [12], an attempt of a translation of
WordNet. The resource’s construction system is fully automatic and does not presuppose expert evalua-
tion. The authors used a heuristic algorithm of verifying the correspondence of the English synsets to the
Russian synsets that had been obtained as a result of a direct translation. They managed to generate about
25 thousand synsets and 100 thousand words and phrases this way.

The authors have developed a data visualization program for Russian Wordnet, with attached text data
that can be downloaded as a separate archive of text files. Unfortunately, the archive files were last mod-
ified on August 28, 2008. The small volume and the lack of development of this project provide evidence,
firstly, of the complexity of building a fully automatic thesaurus construction tool and, secondly, of the
infeasibility of constructing a full-fledged lexical resource for a language relying exclusively on translation,
without taking national characteristics into account.

Another digital thesaurus that can be mentioned here is RussNet [13], developed at the Saint Peters-
burg State University’s department of mathematical linguistics. The model of the resource is fully consis-
tent with WordNet. The authors have constructed the thesaurus to be as compatible as possible with the
European multilingual thesaurus EuroWordNet, which utilizes a system of interlingual references (Inter-
Lingual-Index, ILI), which links terms of one language to words of another language that are similar, but
not necessarily identical, in meaning. This system enables the use of the thesaurus for multilingual search.
It should also be noted that this resource contains the largest number of relations of different types, thanks
to the contributions of highly qualified expert linguists. Unfortunately, the closed nature of the project and
the fact that it has not been updated since 2005 negates all its advantages. However, a project of integrating
RussNet and YARN is currently underway [14]. That integration will not only increase the volume of the
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combined thesaurus, but also improve its quality due to the fact that RussNet was created by a group of
highly qualified experts.

As for open domain-specific thesauri, the authors only managed to find one project: the Russian ver-
sion of the multilingual thesaurus of agricultural terminology AGROVOC [15]. The AGROVOC transla-
tion into Russian was performed by specialists from the Central Scientific Agricultural Library in 2011.

To sum up, at the moment we can name two Russian-language linguistic resources equivalent to the
English WordNet—RuThes and YARN. The three resources are comparable in terms of data volume, both
in the number of words and phrases and in the number of relations between them. The authors consider
the advantages of RuThes to be the quality assurance provided by its team of experts and the reasonable
approach to development and transformation. YARN’s advantage is its compatibility with international
lexical resources. In fairness, it should be noted that RuThes developers have created a similar compatible
version, RuWordNet; however, it is still smaller than the source in volume. Another positive aspect of
YARN is the possibility of its commercial use.

1.2. Applying Existing Thesauri to Specific Tasks
An analysis of digital Russian-language thesauri would be incomplete without reviewing studies that

utilize these resources to perform specific tasks.
The existing thesauri are being used as a terminology source. The authors of [16] use RuThes as the

basis for constructing a socio-political thesaurus of a national language (Tatar). In this case, RuThes acts
primarily as an ordinary philological thesaurus-type dictionary. The authors emphasize the possibility of
using this kind of lexical resources in various applications of automatic processing of news documents,
legal acts, or social network posts. Therefore, the resulting thesaurus has been transformed and published
in the Linguistic Linked Open Data (LLOD) cloud [17].

It should be noted that in order to represent the specific features of the Tatar lexical–semantic system,
the authors actively use a large number of external sources. Such sources are, firstly, the existing bilingual
Tatar–Russian dictionaries, including specialized socio-political ones, and, secondly, a large number of
media texts and texts of official documents. The domain-related text documents are necessary for the pur-
poses of finding Tatar terms suitable for replacing obsolete words or adding missing concepts.

RuThes is used as a terminology source in [18], which considers the problem of automatic text catego-
rization. Each thesaurus concept is matched to a text category. The studied texts are searched for words
that are also present in RuThes. The received data is used as the basis for thematic representation models
constructed for each text and the identification of the text’s category. The experiments produced high
quality results. However, in order to deal with a category specific to a narrow domain, new terms had to
be added to the thesaurus.

The structure of a thesaurus can be used as a template for other linguistic resources. The structure of
RuThes has been used in this way for the construction of a security thesaurus [19]. This thesaurus is now
used in a specialized data analytics system, where its uses include automatic text document classification.
The data for the thesaurus is extracted from other sources: reference literature, specialized text collections,
and mass media news articles on the subject of security.

Relations between words in thesauri are the key information used in methods of calculating terms’
semantic proximity. Paper [20] makes an attempt to automatize the assessment of students’ answers to
open-ended test questions. An analysis of Russian-language answers was performed using RuThes and
Wikipedia to calculate the semantic proximity of the words in the student’s answer and the words in the
reference answer. The positions of the words in the text were not considered. After analyzing the results,
the authors found that the quality of the system’s performance greatly decreased in cases where synonyms
were involved, for example, when the reference answer contained duplicate possible answer versions.
However, the authors only use class–subclass hierarchical relations and do not take synonymic relations
between words into account.

All kinds of RuThes relations are used for calculating similarity of terms in [21]. Similarity of terms is
one of the similarity factors in the developed method of constructing groups of semantically similar words
and expressions that describe thematic nodes of a news cluster. The method was applied to the problem of
automatic news abstracting.

A thesaurus could serve as a template for evaluating the quality of natural language processing meth-
ods. The author of [22] proposes a method of automatic grouping of semantically similar words. The
results of the method’s application were evaluated using RuThes and YARN materials. The quality of the
results was not very high, especially when comparing with the RuThes thesaurus. That is due to the fact
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that the author’s method is based on using synonym graphs, and YARN synsets are much closer to the
definition of a synonym than RuThes units (concepts).

The overview demonstrates that the thesauri are being used in a wide range of research (RuThes more
frequently, YARN less frequently), but almost always in conjunction with other linguistic resources. The
uses of these thesauri for domain analysis are very limited. In particular, the authors of [20] note the lack
of domain-specific terms in the digital resources they use.

The multipurpose lexical resources RuThes and YARN contain useful information, are convenient to
use, and also are developing dynamically. However, a huge number of automatic text processing tasks
require domain-specific thesauri. Due to the complexity and labor intensity of constructing such
resources, their number is quite small. However, the current level of the development of the methods of
automated thesaurus construction makes this task feasible; in light of this, the authors would like to direct
attention to the topicality of constructing open Russian-language thesauri for various domains.

2. FEATURES OF AUTOMATIC RUSSIAN-LANGUAGE THESAURI CONSTRUCTION
The task of constructing a thesaurus can be divided into two large subtasks: keyword extraction and

relation extraction.

2.1. Keyword Extraction

Keyword extraction is the part of the thesaurus construction process (and of many other natural lan-
guage processing tasks) that has been studied the most, for the Russian language as well. Statistical meth-
ods are of primary importance here. For the English language, keyword extraction methods, including
text preprocessing, have been well researched and verified [24]. Similar methods are used for the con-
struction of Russian-language thesauri; however, much less studies are dedicated to thoroughly assessing
their quality.

In the formation of RuThes, an automated method of obtaining terminology was used [25]. For each
of a selected number of domains (mathematics, physics, chemistry, biology, geology), collections of doc-
uments (consisting of 3000 to 8000 documents, 50 to 90 MB each) were formed. The collections’ sources
were documents available online: school lesson materials, abstracts, university lectures, and materials
from specialized sites. In order to identify terms, two algorithms of extracting termlike words and expres-
sions were used [26].

The first algorithm identified nouns, adjectives, pairs, and triples of nouns and adjectives in agree-
ment, as well as predefined constructions (noun + noun in the genitive, etc.). The second algorithm iden-
tified frequently repeated words and multiword expressions. The resulting words and expressions were
ordered by descending frequency order and descending number of documents that contain them. The list
of keywords was verified and expanded by comparing it with the terms of the socio-political thesaurus,
developed by the authors earlier.

It should be noted that the socio-political thesaurus and later RuThes have been developed by the
research team since the late 1990s. The projects’ main method of quality assessment is expert evaluation,
which ensures high quality, but once again confirms the complexity and labor intensity of the work. The
problems of natural language processing require developing methods for quicker construction and quality
assessment of narrow domain-specific thesauri.

Most of the studies that describe automatic construction of own thesauri or similar structures (such as
lexico-semantic networks or domain ontologies) extract terms using the words’ frequency in the utilized
text corpus and a measure of the terms’ semantic proximity [27]. A word’s frequency is determined by the
number of its occurrences in the corpus. The semantic proximity measure is intended for quantitative eval-
uation of the terms’ semantic similarity. This characteristic can be calculated in different ways and is often
based on constructing a context multidimensional vector for each word and then analyzing the resulting
vector space.

The author of [28] considers the problem of constructing a thesaurus, or rather a lexico-semantic field
around a given term. The source material selected for the study was the term “engine” (“двигатель”) and
the ruTenTen 2011 corpus, which contains 14.55 billion words. The chosen statistical characteristics of the
words were the degree of semantic proximity of the given word to the key word and the frequency of the
given word in the corpus. The words were ordered by degree of semantic proximity. Expressions contain-
ing two or more words were also extracted, on the basis of a set of templates and of frequency calculations.
However, the formation of the thesaurus was finalized by an expert.
AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 53  No. 7  2019
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Frequency is used as the sole basis for term extraction in [29]. That article investigates the application
of a method of automatic construction of domain-specific thesauri for the construction of domain-spe-
cific ontologies to be used in education. The thesaurus was constructed based on a corpus of texts related
to the domain. Unfortunately, it is not clear from the paper how the study identified the relations between
terms. All stages of the formation of the thesaurus were evaluated by an expert.

Paper [30] proposes a method of calculating weighting coefficients in order to determine the degree of
a given term’s significance for the given domain. The authors consider a corpus of scientific articles, where
they identify three numerical variables. The first one is frequency rank, which allows to equalize the sig-
nificance values of the most common terms of any text and, at the same time, distribute the significance
of terms within a single text. The second one is compliance with the text’s topic. The topic groups of sci-
entific texts were formed by selecting terms from the title and section headings in cases when the terms
occur in the text itself with a high frequency; in these cases, the contribution to the value of the term’s
weighting coefficient is 1, in other cases it is 0. The third coefficient was calculated according to whether
or not the term belongs to the conceptual blocks of the scientific article, as defined by the authors. Indi-
cators and markers were identified for each of the four main blocks: problem, method, solution, results.
If the term is used in a sentence that contains a formal indicator of one of the blocks, the term’s weight is
adjusted by the appropriate amount. Additionally, if the term is found in more than one block, its weight
is adjusted by the sum of the corresponding values. The final assessment was calculated as an integral
weighting coefficient of the term based on the values of the three variables. Thus, a system of metrics
closely related to the structure of scientific papers was proposed for the analysis of text documents of that
genre.

The described method was used in the development of a method of automatic topic identification for
scientific texts [31]. That study demonstrates that for different domains both the methods in general and
their individual details may vary significantly or change. Although the analysis of a document’s structure
is more often used in algorithms for extracting knowledge from texts, this approach is still justified for the
construction of domain-specific thesauri in cases when the utilized text corpus or a part of it has a pre-
defined format.

In [32, 33], the development of the Russian sentiment lexicon RuSentiLex is described. That linguistic
resource was constructed mostly by hand, but some of its terms were extracted from texts posted on the
social network Twitter using an algorithm that combines binary classifiers Logistic Regression, Logit-
Boost, and Random Forest. The accuracy of the terms extraction was assessed by means of comparison
with an English review corpus, the terms of which had already been sentiment-tagged. It reached 78.6%.
It should be noted that the quality of the algorithm’s performance on Russian texts was assessed by experts
manually, with no automation involved. The authors also proved the lexicon’s practical applicability for
sentiment analysis by organizing the SentiRuEval-2016 competition, where the participants used RuSen-
tiLex to develop classification algorithms, the classification quality of which was in range of 55–68% for
the F-measure.

We would like separately consider assessing the quality of keyword extraction. There are standard
numerical characteristics used for this purpose: accuracy, completeness, and F-measure [24]. However,
articles that deal with Russian-language texts rarely calculate these characteristics. Generally, the result is
verified by an expert, most often without mentioning any numerical parameters except quantitative ones.
Most likely, this is due to the lack of tagged domain-specific Russian-language text corpora, as noted in
[34]. Authors of specific studies do not publish in open access the text corpora they developed and used.
Of course, in many cases there are objective reasons for that, but the publication of even a small number
of tagged Russian-language text corpora would significantly contribute to the development of data pro-
cessing automation in this area.

In [35], the quality of the extraction of phrases as domain terms was evaluated with the use of the earlier
developed Linguistic Ontology on Natural Sciences and Technology (SCI-Ontology). Average accuracy
of selected terms was chosen as the measure. Its values were found to range from 59 to 75%, depending on
features of the selected phrases. Unfortunately, this method can only be applied to the few domains for
which available ontologies exist. Another problem with this method is forming a text corpus for the
research.

It should be noted that the set of methods for keyword extraction used for analyzing Russian-language
texts is rather small. According to the researchers’ conclusions, the commonly used approaches and stan-
dard tools that can be applied irrespective or almost irrespective of the language provide a level of quality
that is satisfactory for the considered problems. However, the authors postulate that the small number and
the subpar quality of the existing digital Russian-language thesauri, especially in comparison with
AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 53  No. 7  2019
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English-language resources, is directly related to the lack of research into the entire range of the existing
keyword extraction methods.

2.2. Relation Extraction

There are two types of semantic relation extraction algorithms: statistical and linguistic. The former
analyze the frequency of terms’ occurrences in texts to calculate their statistical characteristics and then
apply mathematical methods to determine how semantically close a pair of terms is. In most cases, statis-
tical methods identify associative relations. Linguistic methods are applied to existing available resources,
such as dictionaries, thesauri, ontologies, etc., in order to extract predefined relations or apply linguistic
rules or templates. Linguistic methods can identify all kinds of semantic relations. An overview of these
methods can be found in the authors’ earlier paper [36].

Researchers actively apply methods of automatic semantic relation extraction to English-language
texts. The analysis of publications on the development of Russian-language linguistic resources immedi-
ately demonstrates a low degree of automation in methods of solving that problem.

RuThes developers devote a lot of attention to describing different types of relations that may be present
in the thesaurus [37, 38]. However, during thesaurus constructing, RuThes relations were mostly carried
over from the socio-political thesaurus and then supplemented by experts.

Experts are also in charge of relation extraction in a number of other studies [28, 29, 39]. Meanwhile,
[28] clearly highlights the necessity of automatizing the construction of narrow domain-specific thesauri
and the fact that relations between words are an important part of such thesauri.

Many authors rely on the relations between terms that are already described in available linguistic
resources, mainly Wikipedia and RuThes. In [31], solving the problem of automatic topic identification of
text documents involves constructing a specialized ontology, which uses synonymic and hierarchical rela-
tions from Wikipedia. Expert analysis of the results demonstrated an improvement in the quality of the
system’s performance when using the ontology, but the authors note the complexity of constructing such
lexical resources. The use of RuThes was discussed in Section 2.

A method of extracting relations between words by using statistical methods based on cooccurrence
frequency is applied in [40]. The researchers did not explicitly construct a thesaurus, but demonstrated
that the problem of Russian-language text classification is solved better if semantic relations between
domain terms are used.

The open distributional thesaurus of the Russian language [41] was built automatically using the Skip-
Gram method implemented in the word2vec tool (https://code.google.com/archive/p/word2vec/),
which identifies semantic relations between terms using statistical algorithms. The authors also automated
thesaurus quality assessment by comparing the relations extracted for it with the existing resources that
have tagged relations between words: the BLESS corpus, the corpus of cognitive associations, and others.
The average accuracy of relation extraction reached as high as 97%.

In [42], a fully statistical method for automatic construction of associative relations is proposed for the-
sauri of several languages, including Russian. The method is based on calculating the words’ cooccur-
rence, singular value decomposition of the term-document matrix, and several semantic proximity mea-
sures. For the English-language thesaurus, expert quality assessment demonstrated very high values of the
metrics: accuracy and completeness reached 86–97%. It should be noted that quality assessment of the
Russian-language thesaurus is not described in the paper in sufficient detail; specifically, the values of
metrics that would describe the quality of the thesaurus as a whole are not given.

Papers [43, 44] describe the construction of associative portraits of subject areas, i.e., sets of domain
and linguistic knowledge that is the most characteristic to the area. The authors used relation extraction
methods that are based on a vector algorithm of determining the words’ semantic proximity. The relations
were not divided into separate types, but were treated as a single set of associations. The resulting struc-
tures were successfully applied to practical problems [45, 46].

It should be noted that most studies do not take the types of relations between words into account. It
is difficult to establish whether that is due to the sufficient quality of the solutions to NLP problems that
don’t consider relation types or the difficulty of defining different types of hierarchical and associative
relations. The authors of this study have demonstrated a difference in the degree of influence that syn-
onymic, hierarchical, and associative relations have on using a thesaurus for sentiment analysis [47]. How-
ever, the influence that different types of relations between thesaurus terms have on the quality of the
results of applying these thesauri to computational linguistic tasks is an understudied problem. Solving
AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 53  No. 7  2019
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that problem can lead to an improvement and further development of the automatic natural language pro-
cessing methods.

One method of distinguishing between different types of relations consists of applying lexico-syntactic
patterns. Lexico-syntactic patterns are characteristic expressions (phrases and combinations of words),
constructions of certain elements of the language. Examples of the patterns that are most common in the
Russian language, which include hypo-/hypernymic relations are described rather well in [48].

A team of developers has created a formal lexico-syntactic pattern language (LSPL) [49]. The tem-
plates of phrases typical to academic texts, created with the use of the proposed language, were applied by
the authors to automatic analysis of scientific and technical Russian-language documents. It should be
noted that text processing also involved using traditional dictionaries (terminological and morphological),
as well as a glossary of general scientific terms and expressions. However, in this case the templates are
used not as a means of extracting relations between domain terms, but as a means of extracting knowledge
from NL texts.

Another paper [50] discusses the problem of automatic ontology construction using lexico-syntactic
patterns. The author proposed his own lexico-syntactic pattern language and used it as a basis for devel-
oping a software package that can be used to store templates and a corpus of Russian-language texts in a
database, edit the templates and validate them on the corpus, and conduct semantic analysis of corpus
texts. The author has not assessed his method of ontology construction, but he did suggest a way of assess-
ing performance quality based on solving an information retrieval problem.

Most lexico-syntactic patterns are developed by experts. It would be interesting to conduct a study
describing and analyzing the wide range of such patterns that are applicable to the task of constructing
Russian-language domain-specific thesauri.

To sum up, the methods of automatic extraction of relations between Russian words are mainly used
by researchers for constructing lexical structures directly for solving text processing problems. It is import-
ant to point out that almost all studies report that using the identified relations results in a significant qual-
ity increase. This highlights the need for research into and development of methods of automating the
construction of high-quality thesauri, especially in what concerns relation extraction.

An interesting observation is the fact that quality assessment of the linguistic resources constructed in
the research discussed in this section is usually based on the quality of the solutions to NLP problems that
utilize these resources.

This once again highlights the lack of reference text corpora that has been manually tagged by experts.
Since the creation of such corpora is a very time-consuming task, this area is also in need of methods and
means of automation.

3. EXPERIMENTS ON RUSSIAN-LANGUAGE THESAURUS CONSTRUCTION
The overview of the existing research on thesaurus construction demonstrates that the creation of spe-

cialized linguistic resources has not been sufficiently automatized and, even after automation, requires a
lot of input from philology experts on many aspects in order to improve the quality of the thesauri to pre-
pare them for practical application. In order to illustrate the quality of completely automatically con-
structed thesauri and to show what natural language processing methods are the most useful for generating
thesauri, the authors proposed a combined method and conducted experiments that involved creating two
domain-specific thesauri.

After analyzing thesaurus construction methods, the authors identified the approaches to keyword and
relation extraction that they found the most useful for constructing a thesaurus that can serve as a lexico-
semantic model of a domain. This section describes the results of the experiments on the implementation
of the developed algorithm. Special attention was paid to the methods of distinguishing different relation
types, as that is the most understudied problem.

The Russian-language thesaurus construction algorithm is based on the thesaurus construction algo-
rithm described in the authors’ previous study [36] and consists of the following steps:

1. Extracting keywords from texts as thesaurus terms using the TextRank algorithm [51].
2. Extracting associative relations using statistical algorithms.
3. Extracting synonymic relations from existing linguistic resources and by using the Levenshtein dis-

tance [53].
4. Extracting hierarchical relations using linguistic methods.
5. Filtering out the terms with no relations.
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At each stage of extracting relations, previously extracted relations can be overwritten; for example, if
the algorithm has identified a pair of terms as synonyms, then any previously established associative rela-
tions between them will be deleted and replaced by the synonymic relation.

After the basic structural elements of the thesaurus have been constructed, the terms for which no rela-
tions have been identified are removed, because they cannot be used in further application of the thesau-
rus for NLP tasks.

3.1. Term Extraction
The first terms to be selected for the thesaurus are the ones that describe the main topics of the subject

area, i.e., keywords. Keyword extraction algorithms were considered in the authors’ previous study [4].
According to the results of the study, the supervised algorithms are more effective than unsupervised ones,
but preparing training material is extremely labor-intensive on the part of the expert linguists. The unsu-
pervised algorithms PageRank and Topical TextRank demonstrate fairly similar performance quality lev-
els. Topical PageRank is a variation of TextRank that more accurately identifies keywords specific for indi-
vidual texts. Nevertheless, both algorithms output the same final set of keywords of all texts that is formed
to be the basis of the thesaurus. Based on the specific features of term extraction methods and the goal to
automatize thesaurus construction as much as possible, the algorithm chosen for creating the Russian-
language thesaurus was TextRank, which has good quality characteristics and does not require additional
training. Experiments on thesaurus construction were carried out on two text bases: articles about Russian
migrants selected by expert philologists from the Yaroslavl State University and the corpus of Russian-lan-
guage tweets (http://linis-crowd.org/).

The corpus of articles on migrants contains 103 texts, of which 20 are positive and 83 are negative. On
average, each text contains 682 words or 4785 characters.

The corpus of tweets contains 4320 texts, of which 2160 are positive and 2160 are negative. On average,
each text contains 157 words or 1044 characters.

3.2. Associative Relation Extraction
For the task of extracting associations, two algorithms intended for identifying semantically similar

terms were selected: latent semantic analysis (LSA) [52] and word2vec (https://code.google.com/
archive/p/word2vec/).

The latent semantic analysis method involves constructing a term–document matrix, where the rows
correspond to the thesaurus terms extracted at the previous stage and the columns correspond to the
domain texts that are used as the basis for generating the thesaurus. The elements of the matrix are the
values of the terms’ occurrence frequency in specific texts. After the matrix is constructed, it is decom-
posed by singular values, which results in a matrix of a smaller shape that serves as a fairly accurate approx-
imation of the original matrix. The rows of the final matrix are interpreted as vectors characterizing the
relationship of the corresponding term with the texts. These vectors are compared to each other by one of
the standard vector proximity measures, for example, by cosine similarity. At the end, the pairs of terms
corresponding to vectors with the highest proximity characteristics are assigned associative relations.

The word2vec tool constructs vector representations of words and searches for semantically similar
terms by cosine similarity in the same way as LSA. This algorithm requires prior training, but already
trained models, including Russian-language ones, exist and can be freely used. Word vectors are con-
structed using the standard algorithms CBOW (Continuous Bag of Words) and Skip-Gram.

Both algorithms extract a sufficiently large number of qualitative associative relations by statistical
methods that do not depend on the features of any one language, so they were chosen for the task of auto-
matic Russian-language thesaurus construction.

3.3. Synonym Extraction
Synonyms were selected by three algorithms that are based on, respectively, the Levenshtein distance

[53]; the extraction of synonymic relations from the Synmaster dictionary of synonyms
(http://usyn.ru/blog.php?id_blog=11), which contains about 1200000 words and 1 to 20 synonyms to
each word; the RuThes thesaurus.

The Levenshtein distance-based method consists of searching for words that have the same root and
for wordforms of the same lemma, which are treated as synonyms within the thesaurus. The Levenshtein
distance is the number of changes (insertions, deletions, or substitutions of single letters) required to con-
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vert one word into the other. This distance and the words’ lengths are used to calculate a proximity mea-
sure, which will be greater for similar terms than for other pairs.

The algorithms that search for synonyms in existing linguistic resources all work on the same principle:
synonymic relations from a dictionary or from the RuThes thesaurus are added to the automatic thesau-
rus, but only those that connect terms already present in the thesaurus, without adding any new terms.

3.4. Hierarchical Relation Extraction

Hierarchical, or hypo-/hypernymic, relations are selected for the automatic thesaurus by morpho-syn-
tactic linguistic methods [54], or by extracting relations from RuThes. The algorithm for extracting hypo-
nyms and hypernyms from the Ruthes thesaurus is the same as the one for synonyms.

The morpho-syntactic method considers two terms to be connected by hierarchical relations if one of
them includes the second as a suffix string or as part of a multiword term. In both cases, the first term is
considered to be the hyponym and the second is considered to be the hypernym, since the second one is
more general. For example, “customs union” is a hyponym of “union.”

3.5. Comprehensive Assessment of the Thesaurus

Metrics for assessing thesaurus quality were taken from the authors’ previous study [36], which pro-
poses a comprehensive assessment of a thesaurus that was constructed completely automatically by hybrid
methods. Specifically, the chosen graph characteristics were the number of terms, the number of semantic
relations of different types and the number of connected components of the thesaurus graph and the size
of the largest component.

This comprehensive assessment was chosen for evaluating thesaurus quality because it had been devel-
oped by the authors specifically for automatically generated thesauri. Its main advantage is its capability
of evaluating the thesaurus on several aspects at once: the quality of terms and semantic relations, struc-
ture, and connectivity. The second advantage of the comprehensive assessment is the fact that its calcula-
tion is automatic: graph characteristics are calculated completely automatically, do not depend on an
expert or third-party resources, and qualitative characteristics are also calculated automatically, with the
only additional resource being the alternative thesaurus that is to be used as reference and comparand.

Unfortunately, the standard measures of accuracy and completeness of term and relation extraction
cannot be calculated automatically for the proposed thesauri, because for the selected domains there are
no thesauri in open access that could be used as comparands. Therefore, the accuracy of term and relation
extraction for the thesaurus was assessed manually by an expert.

3.6. Results of the Experiments

A software project that implements the described above method of Russian-language thesaurus con-
struction was created for the experiments on methods of extracting thesaurus relations. The project was
implemented and the assessment characteristics of the thesaurus were calculated with the use of the pro-
gramming languages Python and Java and the libraries NLTK and Gensim, which implement standard
methods of natural language data processing.

Table 2 presents a graph-based quality assessment of the thesaurus for the corpus of articles on
migrants that was described in subsection 1. It is obvious that the combined method proposed by the
authors presents the best thesaurus characteristics: it contains the most terms and relations of all types and
also ensures connectivity.

The morpho-syntactic method and the Levenshtein distance method contribute the least: they extract
the smallest amount of relations. The largest number of links is extracted by the method based on extract-
ing information from the Synmaster dictionary: using it turns the thesaurus into a single connected com-
ponent. Using the word2vec, Levenshtein distance, and morpho-syntactic methods also results in a con-
nected thesaurus, but one that is significantly smaller than the others and contains only 728 terms.

For associative relations, the LSA method performs significantly better than word2vec: it extracts
about 29 thousand relations, some of which are replaced by synonymic relations at the following algorithm
stages, while word2vec extracts about 5 thousand associations, which is about 6 times less.

The number of hierarchical relations in the texts turned out to be very small in comparison with other
types of relations, and most of them were extracted from the general purpose thesaurus RuThes.
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Table 2. Characteristics of automatically constructed thesauri for the corpus of articles on migrants

LSA—latent semantic analysis. 
RuThes—the method based on using RuThes. 
Synmaster—the method based on using Synmaster. 
Lev—the method based on using the Levenshtein distance. 
Morph—the morpho-syntactic method. 
Hybrid—joint application of the LSA and word2vec methods for associations, the RuThes, Synmaster and Lev methods for syn-
onyms, the Morph and Hybrid methods for hypo- and hypernyms.

Extraction methods for Quantity of extracted Quantity of

hypernyms synonyms  associations terms hypernyms synonyms  associations connected 
comp.

vertices in max. 
comp.

RuThes RuThes LSA 2321 239 484 29345 5 2313
RuThes Synmaster LSA 2413 239 59844 27335 1 2413
Morph Lev word2vec 728 20 50 5076 1 728
Hybrid Hybrid Hybrid 2413 248 60328 32360 1 2413

Table 3. Characteristics of automatically constructed thesauri for the corpus of tweets

LSA—latent semantic analysis. 
RuThes—the method based on using RuThes. 
Synmaster—the method based on using Synmaster. 
Lev—the method based on using the Levenshtein distance. 
Morph—the morpho-syntactic method. 
Hybrid—joint application of the LSA and word2vec methods for associations, the RuThes, Synmaster and Lev methods for syn-
onyms, the Morph and Hybrid methods for hypo- and hypernyms.

Extraction methods for Quantity of extracted Quantity of

hypernyms synonyms  associations terms hypernyms synonyms  associations connected 
comp.

vertices 
in max. comp.

RuThes RuThes LSA 15629 2808 608 105998 333 14605
RuThes Synmaster LSA 15629 2808 1487526 96436 46 15527
Morph Lev word2vec 527 80 445 78 49 41
Hybrid Hybrid Hybrid 15629 2888 1488577 96476 46 15527
The experiments with the corpus of tweets (Table 3) repeat the same patterns: the combined method is
superior to other methods when they’re used separately. The best method for extracting hierarchical rela-
tions is the one that uses RuThes; for synonymic relations, the one that uses Synmaster, for associative
relations, LSA. The result demonstrated by the statistical method word2vec is worse than for the previous
texts sample: it extracts significantly fewer relations, only 78.

Thus, the proposed method demonstrates the best characteristics of the resulting thesaurus’s quality.
It should be noted that the quality of the result is achieved primarily by the linguistic methods that extract
relations from existing linguistic resources. Among the statistical methods, the most effective one was
LSA, which extracted a sufficiently large number of relations for both corpora. Other statistical methods
either extract only a small number of synonyms (the Levenshtein distance method) or have unstable
results that differ from sample to sample (word2vec).

The expert evaluation of the accuracy of term and relation extraction was carried out for the automatic
thesaurus constructed using the combined method for the corpus of articles on migrants, as it is much
smaller than the other one and can be evaluated by an expert in a reasonable amount of time. The evalu-
ation showed an accuracy of term extraction of 94.3% with only 137 incorrect terms; an accuracy of syn-
onym extraction of 99.9% and hypo- and hypernyms of 98.3%, which is explained by the fact that almost
all of them were extracted from credible lexical resources.

As for the structure of the automatically generated thesaurus, it primarily consists of synonyms and
associations. The number of hyponyms and hypernyms in it is significantly smaller for both subject areas.
A possible reason for this may be the specifics of the considered text corpora, which contain quite a small
number terms that are in a hierarchical relationships with each other.
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CONCLUSIONS
Analysis of existing thesauri revealed two available resources: RuThes and YARN, both general pur-

pose Russian-language thesauri. Both thesauri can be successfully used for the tasks of automatic text pro-
cessing. Both are comparable in terms of the number of words and relations between them, although differ
in their choice of base units: concepts in the RuThes thesaurus and synsets in YARN.

However, the almost complete absence of available domain thesauri indicates a relevant focus area for
thesauri creators. It should also be noted that publishing both lexical resources of this type and models of
their development in open access can help improve the quality of thesauri, as well as make a significant
contribution to the solutions of natural language processing problems in the relevant areas.

The methods of constructing Russian-language thesauri also need to be developed and analyzed. In
that regard, researchers’ attention could be directed towards the use of machine learning methods and
combining statistical and linguistic methods.

A separate big problem is quality assessment of thesaurus construction methods. The authors distin-
guish two directions in the development of these methods. The first direction is evaluating the thesaurus
itself by assessing both quantitative characteristics of the words and relations contained in the thesaurus
and its internal structure. The second direction consists of evaluating the thesaurus indirectly through
evaluating the quality of the solutions to natural language processing problems that it was used in. Imple-
menting this approach requires development of open, tagged text corpora.

The analysis of modern studies in the area of Russian-language thesaurus construction and the
authors’ own experience create a hope that the described problems will be successfully solved in the fore-
seeable future.
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