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Abstract—This paper studies observability and stabilizability of linear time-invariant systems in the
presence of limited feedback data rates. The well-known data-rate theorem in the literature presents a
lower bound on data rates, above which there exists a quantization, coding, and control scheme such
that an unstable dynamical system can be stabilized. However, it is unnecessary to transmit data packet
on the plant state to the controller when the state prediction error is small enough. Thus, we reduce
the conservatism of the prior results by employing a time-varying coding scheme. It is shown in our
results that, there exists the lower bound on the data rate for observability and stabilizability, which is
tighter than the ones in the data-rate theorem in the literature. Illustrative examples are given to
demonstrate the effectiveness of the proposed quantization, coding, and control scheme.
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1. INTRODUCTION

A high-water mark in the study of quantized feedback using data-rate limited feedback channels is
known as the data-rate theorem [1]. In networked control systems (NCSs), the data-rate theorem refers
to the smallest feedback data rate above which an unstable dynamical system can be stabilized [2].

The intuitively appealing result was proved in [3–5]. This result was generalized to different notions of
stabilization and system models, and was also extended to multi-dimensional systems [6–8]. Control
under communication constraints inevitably suffers signal transmission delay, data packet dropout and
measurement quantization which might be potential sources of instability and poor performance of con-
trol systems [9–11].

In [12], a quantized-observer based encoding-decoding scheme was designed, which integrated the
state observation with encoding-decoding. The paper [13] addressed some of the challenging issues on
moving horizon state estimation for networked control systems in the presence of multiple packet drop-
outs. It was shown in [14] that maxmin information was used to derive tight conditions for uniformly esti-
mating the state of a linear time-invariant system over a stationary memoryless uncertain digital channel
without channel feedback. The case with the fixed data rate was considered in [15] and the case with sto-
chastic time delay was addressed in [16]. Networked control systems may be formulated as Markovian
jump systems [17]. The problem of stability analysis and stabilization was investigated for discrete-time
two-dimensional (2-D) switched systems in [18].

In this paper, we focus on data-rate limitations, and deal with the observability and stabilizability prob-
lem for linear time-invariant systems in the presence of limited feedback data rates. Here, we employ a
time-varying coding scheme, and present a lower bound on the average data rate for observability and sta-
bilizability, which is tighter than the ones given by the data-rate theorem in the literature.

The remainder of this paper is organized as follows: Section 2 introduces problem formulation; Section 3
deals with observability and stabilizability problems; The results of numerical simulation are presented in
Section 4; Conclusions are stated in Section 5.

1 The article is published in the original.
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2. PROBLEM FORMULATION
In this paper, we are concerned with the following linear time-invariant system:

(1)

(2)

where  denotes the state process,  denotes the measured output, and 
denotes the control input. A, B, and C are known constant matrices with appropriate dimensions. Simi-
larly to [8], we set  where I denotes the identity matrix, such that we have full-state observation at
the encoder. Without loss of generality, we suppose that the initial state  is bounded, uncertain vari-
able satisfies . Assume that the plant is unstable but the pair (A, B) is stabilizable.

Similarly to the problem statement from [8], we also consider the case where sensors and controllers
are geographically separated and connected by a stationary memoryless digital communication channel
without data packet dropout and time delay. The measured output  needs to be quantized, encoded,
and transmitted over such a channel to the decoder. We focus on the observability and stabilizability prob-
lem under data-rate limitations. This is the most basic question in a data-rate limited feedback control
framework. This result may also be extended to many other cases.

Let  and  denote the state estimate and estimation error at the decoder, respectively.
Namely,

(3)

We implement a state feedback control law of the form

(4)

Both the encoder and the decoder have synchronized clocks, and have access to the quantization, cod-
ing, and control scheme. Thus, the state estimate and the control input may be obtained both at the
encoder and at the decoder.

The system (1) is asymptotically observable if there exists a quantization, coding, and control scheme
such that the state estimation error

(5)

The system (1) is asymptotically stabilizable if there exists a quantization, coding, and control scheme
such that

(6)

The data rate  denotes the number of bits transmitted at the k-th time step, which may be time-
varying. Then, the average data rate is defined as

(7)

The objective here is to derive a lower bound on the average data rate of the channel, above which there
exists a quantization, coding, and control scheme such that the system (1) is asymptotically observable
and asymptotically stabilizable.

3. OBSERVABILITY AND STABILIZABILITY UNDER DATA-RATE LIMITATIONS
If system matrix A has only real eigenvalues each with geometric multiplicity one, let H be a real valued

nonsingular matrix that diagonalizes  where  Here,  denote
the distinct eigenvalues of A. Otherwise, we have  where each  is a
Jordan block of dimension (geometric multiplicity) ni. Clearly,

(8)

( ) ( ) ( )+ = +1 ,X k AX k BU k

( ) ( )= ,Y k CX k

( ) ∈ nX k R ( ) ∈ pY k R ( ) ∈ qU k R

= ,C I
( )0X

( ) < ϕ00X

( )Y k

( )X̂ k ( )V k

( ) ( ) ( )= −: .ˆV k X k X k

( ) ( )= .ˆU k KX k

( )
→∞

→lim 0.
k

V k

( )
→∞

→lim 0.
k

X k

( )R k

( )
−

→∞ =
= 

1

0

1lim sup   .
T

T k

R R k
T

= ΛTA H H [ ]= λ …λ1Λ : diag  .n λ λ … λ1 2,   , ,   n

[ ]= …1 Λ : diag  ,mJ J ( )= …1,2, ,iJ i m

+ + … + =1 2 .mn n n n
AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 53  No. 1  2019



82 QINGQUAN LIU et al.
We define

(9)

(10)
Then, the system (1) can be rewritten as

(11)
Furthermore, we define

(12)

(13)

Then, the channel would transmit without error  bits of the information on  to the decoder.

Let  and  denote the prediction values of  at the encoder and at the decoder, respec-
tively. In the proof of Theorem 3.1, we will derive  =  at any time k. Then, the prediction error
is defined as

(14)

However, we find that, communication would not be needed when the prediction error  is small
enough. Then, the data rate  corresponding to  is given by

(15)

Clearly, . Then, we give the following result.
Theorem 3.1.
Consider the system (1) over the errorless channel with the data rate . Let  denote the th eigen-

value of system matrix A. Let  denote the set . Then, there exists a quantization,
coding, and control scheme such that the system (1) is asymptotically observable if the average data rate
R of the channel satisfies the following condition:

(16)

with

(17)

Proof. In this paper, we suppose that the initial state  is a bounded, uncertain variable satisfying
, where  is a known constant. Then, we define  and obtain

(18)

where  represents the set . Both the encoder and the decoder set the
initial prediction values

(19)
Clearly, the initial prediction error is given by

(20)
First, we consider the case where system matrix A has only real eigenvalues each with geometric mul-

tiplicity one, and may rewrite the system (11) as

(21)
For any time k, we assume that the encoder has access to
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(22)

where  and  denote the half-length and midpoint of the bound of  at the encoder, respec-
tively. Furthermore, we also assume that the decoder has access to

(23)

where  and  denote the half-length and midpoint of the bound of  at the decoder, respec-
tively. We stress that, the encoder and the decoder must synchronously update their states and work
together. Then, we further assume that for any time k

(24)

and

(25)

hold. Clearly, it follows that

(26)

For the case , the upper and lower bounds of  and  grows by  due to the system
dynamics. In order to make them reduce, the information of the plant state needs to be transmitted to the
controller.

We define , and divide the interval  into three subintervals:

(27)

For the case with , the prediction error  is so small that no data packet on

 needs to be transmitted to the controller. In contrast, for the case with , the

prediction error  is so large that the value of  needs to be quantized, encoded, and transmitted
to the decoder over the communication channel.

We define

(28)

Let  and  denote the quantization value and quantization error of , respectively. Let
 indicate that the data packet on  is transmitted to the decoder over the communication

channel at time k. Then, the decoder may obtain the quantization value, and set

(29)

In contrast, let  indicate that no data packet on  is transmitted to the decoder. Then, the
decoder can not receive any data packet on , and set

(30)

Thus, we implement a state feedback control law of the form

(31)

where

(32)

Both the encoder and the decoder know the quantization, coding, and control policy such that they can
obtain the same control input .
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At time , the encoder and the decoder will update their states together. For the case with

, the encoder will do nothing and only update its state

(33)

where

(34)

(35)

At the same time, the decoder will not receive any data packet on , and may update its state

(36)

where

(37)

and

(38)

Substitute (24) and (25) into the equalities above, and we have

(39)

(40)

Clearly, for this case, the encoder and the decoder can synchronously update their states and work
together. Then, it is straightforward to show that

(41)

For the case with , the channel will transmit without error  bits of the informa-

tion on  in order to make the prediction error reduce. We define . Clearly, . We

divide the interval  and  into  equal

subintervals, respectively. Then,  will fall into one of  equal subintervals. The corresponding quan-
tization value  is the midpoint of the subinterval which  falls into. Then, the quantization error

 is given by

(42)

The  indices corresponding to the  subintervals are encoded, and converted into codewords of  bits.
The channel can transmit without error  bits of infor-mation such that the decoder may know which subinter-
val  falls into at time k. Then, the decoder can compute and obtain the quantization value .
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(45)

At the same time, the decoder also updates its state

(46)
where
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(48)

Substitute (24) and (25) into the equalities above, and we have
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together. Then, it is straightforward to show that
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(62)

there exists  such that
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holds.
Notice that, the equality (38) and inequality (63) hold for any time k, and the equalities (18) and (20)

hold for any initial state . Then, it is straightforward to show that
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This means that  as . Then, the state prediction error . Thus, it follows that
the state estimation error
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Notice that, denotes the rate of convergence. Here, we do not examine the control performance on
the rate of convergence. Then, we let α approach one, and obtain the condition (16).

For the case where system matrix A has real eigenvalues with geometric multiplicity larger than one or
has the complex conjugate pair of eigenvalues, its proof proceeds along the same lines and will not be
given. Furthermore, it was also derived in [8] that there are the same results in these cases.

Now, we deal with the stabilizability problem for the system (1) under data-rate limitations, and give
the following result.

Theorem 3.2. Consider the system (1) over the errorless channel with the data rate . Let  denote
the th eigenvalue of system matrix A. Let  denote the set . Suppose that there
exists a control gain matrix K such that all eigenvalues of A+BK lie inside the unit circle. Then, there exists
a quantization, coding, and control scheme such that the system (1) is asymptotically stabilizable if the
average data rate R of the channel satisfies the following condition:
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(72)

The first addend in the equality (72) goes to zero since the initial state  is boundable and 
is stable. Furthermore, it follows from (65) that, the econd addend in the equality (72) goes to zero. Thus,
it follows that

(73)

In the data-rate theorem [1, 8], a necessary and sufficient condition on the average data rate for
observability and stabilizability is
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However, it is shown in Theorem 3.1 and Theorem 3.2 that, there exists the smaller lower bound on the
average data rate, above which the system (1) is still asymptotically observable and asymptotically stabi-
lizable. Thus, our result is less conservative.

4. NUMERICAL EXAMPLES AND SIMULATIONS
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data-rate theorem in the literature is equal to 7.79 (bits/sample) in this case. Clearly, the system is still
observable and stabilizable even though the real average data rate R is smaller than the lower bound. Fur-
thermore, the lower bound given by Theorem 3.1 and Theorem 3.2 is equal to 5.98 (bits/sample), which
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Fig. 1. The state estimation error with R = 5.95 (bits/sample).
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Fig. 2. The plant state with R = 5.95 (bits/sample).
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is a little bigger than the real average data rate. This means that, the lower bound given by Theorem 3.1
and Theorem 3.2 is sufficient and our result is less conservative.

5. CONCLUSIONS
In this paper, we discussed the important effect that data-rate limitations have on observability and sta-

bilizability of networked control systems. We obtained the tighter lower bound by employing a time-vary-
ing coding scheme, and gave the less conservative results. This is especially important for practical appli-
cations. As shown in Figs. 1 and 2, both the plant state and the state estimation error converge to zero as
k → ∞. Thus, the system (1) is still asymptotically observable and asymptotically stabilizable when the
average data rate is less than the lower bound given by the data-rate theorem in the literature. Compared
to the simulation results, the results of the theoretical analysis proved to be true and credible. In particular,
the error of the average data rate is about 0.57%. The simulation results have illustrated the effectiveness
of the quantization, coding and control scheme.
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