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Abstract⎯Architecture and learning method for evolving diagnostic neuro-fuzzy-system for Medical
Data Mining tasks in situation of uncertainty about quantities of attributes and diagnoses are pro-
posed. Diagnostic neuro-fuzzy-system was approbated on data set, which present erosive ulcerous dis-
ease of the gastrointestinal tract and shown high quality of classification in condition of different quan-
tity of input and output data.
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1. INTRODUCTION
For various Data Mining tasks, connected with diagnostics, classification, clusterization, pattern rec-

ognition etc. nowadays methods of Computational Intelligence, firstly Soft Computing and Machine
Learning [1–8] are widely used.

Ones of the most effective now are neuro-fuzzy systems due to their learning abilities, including self-learn-
ing, universal approximative capacities, linguistic interpretability and “transparency” of results. ANFIS and
TSK-systems of different orders, like approximators and extrapolators, and NEFCLASS [9] with its different
modifications, oriented for classification (pattern recognition) tasks solving have the widest spread.

However, there exists a wide class of tasks where these systems are not sufficient. Primarily, there are
the tasks where training set is short, data sets are fed to processing sequentially, in the form of data stream
[10] and learning of system has to realize in parallel with analysis of input information.

This situation often appears in Medical Data Mining tasks [11, 12] and is complicated by the fact that
data set under processing is nonstationary and dimensionality of input features space can be comparable
with size of training data set. When it comes to diagnosis task, firstly, data set can have very small size in
situation of rare diagnosis, and secondly, quantity of possible diagnosis (especially in situation of screen-
ing programs) can change during analysis. Naturally, that traditional diagnostic neuro-fuzzy system like
NEFCLASS cannot overcome these problems.

2. FAST DIAGNOSTIC NEURO-FUZZY SYSTEM
Let’s consider architecture of diagnostic neuro-fuzzy system (DNFS) that consists of six sequentially connected

layers (Fig. 1) [13]. Here (n × 1) input vector of signals-attributes  where
 is current time, is fed to input layer of system. First hidden layer of system contains nh mem-

bership functions    and provides fuzzification of input feature space.
Because of this in system scatter partitioning of features space is realized as a membership functions

standard bell shape constructions with unlimited supports are used. Most often, they are traditional
Gaussians or more exotic functions, for example, derivatives of tangent hyperbolic function.

1 The article is published in the original.
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Second hidden layer realizes aggregation of membership levels that were calculated in first layer and
consists of h usual multipliers. Third hidden layer is a layer of synaptic weights  (  – number
of possible diagnosis taken on the basis of empirical consideration) which have to be adjusted in training
process. It is the most “responsible” layer of DNFS because effectiveness of whole system depends of pre-
cision and speed of training.

Common quantity of synaptic weights equals to mh. Fourth hidden layer is formed by  adders,
which realize elementary operations. In fifth hidden layer that is formed by m division units defuzzifica-
tion of “gravity center” type is realized. At last output, (sixth) layer contains m nonlinear activation func-
tions. In diagnostics task simple signum function is often used, which takes value +1 in case of true diag-
nosis and –1 – otherwise. That’s why output signal of DNFS  can take only two values ±1.

jlw = 1,2,...,j m

+ 1m

( )jy k

Fig. 1. Diagnostic neuro-fuzzy system DNFSnm with n inputs and m outputs.
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When feature vector  is fed to the input of system,
in output of first hidden layer – hn values of  appear;

in output of second hidden layer – h signals 

in output of third hidden layer – mh values 

output of fourth layer – m + 1 signals:  and 
fifth layer –

and sixth – m diagnostics signals 
So, system under consideration is a modification of neuro-fuzzy system of Wang–Mendel [14] and

intended for solving of diagnostic-classification tasks.
For training of this system in [13] traditional criterion of pattern recognition neural network was used

[15]:

(1)

and algorithm for synaptic weights matrix tuning:

(2)

where  – -synaptic weights matrix;

 – reference signals vector, taking only two values ±1;
 – momentum term.

Easy to see, that when  algorithm (2) can be rewritten in simple form

(3)

where  – symbol of pseudoinversion.
Elementary analysis of (1)–(3) shows, that training error  can take only three values: –1, 0, +1,

that’s mean the training process has oscillatory “bang-bang” nature. It can lead to its delaying and in situation
when training is realized in tandem with processing in online mode these oscillations may never stop.

To exclude these oscillations we can introduce in sixth layer (instead of signum functions) activation
function of hyperbolic tangent type that are often used in neural networks:

where gain parameter γ increasing leads to approaching of function  to  without derivative
discontinuity.
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Using standard quadratic criterion of training

we can write δ-rule of Rosenblatt’s perceptron training

(4)

where  – learning rate parameter,  – δ-error of training for jth output at kth time iteration.
Using ideas of quasi-Newtonian optimization [16] we can introduce optimized variation of (4) [17]:

or in matrix form:

In situation when  we can write

(5)

where 

By selecting of tuning gain parameter γ we can obtain necessary character of learning process conver-
gence. Also, conspicuously, training algorithm (5) is very simple in numeric implementation.

3. EVOLVING DIAGNOSTIC NEURO-FUZZY SYSTEM
Diagnostic system under consideration is designed for using in conditions, when quantity of diagnostic

features n and diagnosis quantity m is fixed, that is natural for neural networks and neuro-fuzzy systems,
whose architecture is set a priori during synthesis.

In real medical tasks during training new diagnosis can appear, that was not previously involved. To
enlarge quantity of possible diagnosis we can use ideas of evolving systems of computational intelligence
[18, 19], that can tune their parameters and architecture. Architecture of evolving system DNFSn, m + 1
with n inputs and m + 1 outputs is shown in Fig. 2.

It is based on DNFSnm system, shown on Fig. 1, where neuro-fuzzy-element NFE, that contains h syn-

aptic weights  one adder (summation block), one divider and activation function 
was introduced.

Rearranging training algorithm (5) for DNFSnm in the form

we can introduce algorithm for DNFSn, m + 1:

(6)

It’s easy to see, that including of new NFE blocks in extended diagnostic system does not change orig-
inal DNFSnm training.

In real situations dimension of input vector can grow together with quantity of diagnoses. On Fig. 3
architecture of DNFSn + 1, m based on DNFSmn (Fig. 1) is presented. This system has one more input signal

 that’s mean that input vector became the form  Easy
to see that system evolution is realized in first hidden layer, where membership functions

( ) ( ) ( ) ( )( )( ) ( ) ( )( )= = − γ φ = − γ
2 221 1 1tanh tanh

2 2 2
T

j j j j j jE k e k d k w x k d k u k

( ) ( ) ( ) ( ) ( )( ) ( )( ) ( ) ( ) ( ) ( )( )+ = + η γ − φ = + η δ φ21 1 ,j j j j j jw k w k k e k y k x k w k k k x k

( )η > 0k ( )δ j k

( ) ( ) ( ) ( )( )
( )( )

δ ϕ
+ = +

η + ϕ 21
T

j
j j

k x k
w k w k

x k

( ) ( ) ( ) ( )( )
( )( )

δ φ+ = +
η + φ 21 .

Tk x k
W k W k

x k

η = 0

( ) ( ) ( ) ( )( )++ = + δ φ1 ,W k W k k x k

( ) ( ) ( ) ( )( )δ = δ δ δ1 2, ,..., ;T
mk k k k

( ) ( ) ( )( ) ( ) ( )( ) ( )( )( )δ = γ − = − γ γ − γ 221 tanh 1 tanh .j j j j j jk e k y k d k u k u k

+1, ,m lw ( )( )+γ φ1tanh T
mw x k

( ) ( ) ( ) ( )( )++ = + δ φ1 ,m m mW k W k k x k

( )
( )

( )

( )

( )

( )

( )
( )( )+ +

++ +

⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ δ
⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ = − − − − − − = − − − − + − − − − φ⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎜ ⎟⎜ ⎟ ⎜ ⎟ δ+ ⎝ ⎠⎝ ⎠ ⎝ ⎠

1

11 1

1
1 .

1

m m m

m

T T
mm m

W k W k k
W k x k

kw k w k

( )+1 ,nx k ( ) ( ) ( ) ( )( ) +
+= ∈ 1

1 1,..., , .T n
n nx k x k x k x k R



AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 51  No. 6  2017

DIAGNOSTIC NEURO-FUZZY SYSTEM 395

 were introduced. All other layers keep constant (unchangeable)
and, it’s very important, quality of tuned synaptic weights and its learning algorithms does not change.

By analyzing the architectures shown on Figs. 2 and 3 it’s easy to conclude, that sequential diagnostic
process must be started using few diagnoses and attributes, that can be increase during training process
(evolution process). So system under consideration can grow its architecture until attainment of required
quality of obtained results.

4. EXPERIMENT
Nowadays erosive ulcerous disease of the gastrointestinal tract is an actual problem of medicine

because of increasing number of its pathology at young peoples in whole world. This disease has high and
stable level of total lethality. Actuality of this pathology was confirmed by any research those results was
discussed at 31-th Congress of Societies of critical medicine (San-Diego 2002), Congress of Anesthesiol-
ogists-Resuscitators of Southern Federal District of Russia (2005) [21]. But all this discussion does not
solve the problem of syndrome of stomach acute lesion development mechanisms and schemes of medical
drugs therapy.

Syndrome of stomach acute lesion has any special capacities, like:
⎯organs of gastrointestinal tract often were not influenced directly by affecting factor;
⎯development of this syndrome take a lot of time;
⎯any of patients has clinical manifestation of stress [22].
So all these patients have different quantity of input parameters. Generally, input information com-

poses of 180 patients witch characterized from 50 to 54 symptoms. These symptoms consist of clinical,
mechanical and biochemical blood and blood plazma parameters, parameters of blood circulation, blood
pressure, parameters of drug therapy [23, 24]. These patients devised by 3 groups correspond to 3 type’s

( ) ( ) ( )+ + + + + +μ μ μ1, 1 1 2, 1 1 , 1 1, ,...,n n n n h n nx x x

Fig. 2. Evolving diagnostic neuro-fuzzy system with n inputs and m + 1 outputs (DNFSn, m + 1).
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genesis of syndrome of stomach acute lesion: 1st group – acute gastrointestinal bleeding of I–II types
ulcer genesis; 2nd group – acute pancreatitis nutritional origin; 3rd group – acute intestinal obstruction
primary cancer genesis. Patients of 1st and 2nd group characterized by 50 symptoms, patients of 3rd group
characterized by 54 symptoms. Each group contains patients with different type of drug therapy (4 types).
So general quantity of output information is 12.

Input information can be presented using principal component analysis (Fig. 4) in the space of three
first principal components, where we can see 3 types-clusters of syndrome of stomach acute lesion and
each cluster contains 4 mini-clusters.

To process all these patients by system of computational intelligence we must delete some symptoms
from patients of group 3 to make all input data set with same parameters. Then input data was divided to
training data set (consist of 150 patients) and testing data set (consist of 30 patients). Comparative analysis
of DNFSmn, k-means clustering algorithm presents in Table 1.

Easy to see that DNFSmn realizes more qualitative classification on training and testing data sets.
But proposed clustering-classification was made in condition of incomplete input parameters. To pro-

cess all parameters in whole system we need to use evolving system those can change quantity of inputs

Fig. 3. Diagnostic neuro-fuzzy system DNFSn + 1, m with n + 1 inputs and m outputs.
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and outputs like DNFSm, n + 1. In Table 2 was presented results of DNFSm, n + 1 classification in training
and testing data sets on 50 input parameters and training and testing data sets on 54 input parameters
(evolving process).

Capacity of DNFSm + 1, n was approbating on proposed data set. At first step, system was trained on 11 out-
puts (group 1, group 2 and group 3 without 12-th diagnosis – 90 patients) and checked its work on 20 patients.
After that at system was introduced 12-th output using (6) and system was trained again with 12 outputs
(50 patients) and checked its work on 20 patients. The analysis of classification results presented in Table 3.

Easy to see high quality of classification results on train and test sets. We can note that other known
systems cannot make this classification without retraining its parameters on new quantity of outputs.

Fig. 4. Visualization of input information.
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Table 1. The comparative analysis of clustering-classification results

Neural network Error of clustering- classification,
train set

Error of clustering- classification,
test set

DNFSmn 0.55% 10%
k-Means clustering algorithm 42.76% 47.22%

Table 2. The analysis of classification results

Neural network Error of classification
(50 inputs), train set

Error of classification 
(50 inputs), test set

Error of classification
(54 inputs), train set

Error of classification 
(54 inputs), test set

DNFSm,n+1 1.11% 9.8% 2.66% 16.25%

Table 3. The analysis of classification results

Neural network Error of classification
(11 outputs), train set

Error of classification 
(11 outputs), test set

Error of classification 
(12 outputs), train set

Error of classification 
(12 outputs), test set

DNFSm+1,n 0% 2.24% 6.66% 15.84%
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5. CONCLUSION
In this paper architecture and learning method for evolving diagnostic neuro-fuzzy-system are pro-

posed. This system is designed for broad class of Data Stream Mining tasks, especially Medical Data Min-
ing ones in online mode in situations of unknown quantity of possible diagnoses that can change during
training-diagnostics process. Proposed system is simple in numeric realization and characterized by a high
learning rate, that make possible to use it in conditions of small training sets and on big data sets, coming
to processing in online mode. Diagnostic neuro-fuzzy system DNFSn + 1, m + 1 with n + 1 inputs and m + 1 out-
puts was approbate on real medical data set and shown high level of classification capacities.
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