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Abstract—Face recognition, one of the biological recognitions, has received extensive concern due to
its secrecy and friendly cooperation. Gabor wavelet is an important tool in face feature description. In
order to reduce the loss of useful information during down sampling, this work puts forward a Gabor
feature representation method based on block statistics, which enhances the efficiency of Gabor fea-
ture representation. This study was designed to explore face recognition algorithms on the basis of
highly recognizable and real-time collaborative representation. Experimental results indicated that,
the face recognition based on block Gabor feature collaborative representation not only guaranteed
the calculation speed, but also took full advantage of the robustness of Gabor feature. Besides, the
block Gabor feature containing more details further improved the recognition rate.
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1. INTRODUCTION

In recent ten years, face recognition [1] has always been an active research hotspot in fields of pattern
recognition, computer vision and machine learning. As an ideal biometric identification technology (bio-
metrics), face recognition has a large potential market in various fields, such as military affairs, public
security and civil affairs, etc. However, there is a big difference between the precision and practical
requirements of face recognition at present.

Numerous representative algorithms in face recognition have been widely studied in recent twenty
years [2, 3], including eigenface [4], Fisherface [5] and support vector machine (SVM) [6]. Traditional
signal reconstruction approach is limited by the Nyquist sampling theorem, but the compressive sensing
theory proposed by Donoho et al. [7] successfully solved this problem. Wright et al. [8] first applied sparse
coding to pattern classification and also put forward a face recognition algorithm based on sparse coding
representation classification. In 2015, Li Xiaonan et al. [9] carried out facial expression recognition based
on Local Gabor Binary Pattern (LGBP) and sparse representation. Recently, some scholars started to
question the function of sparseness in image classification, and a literature [10] indicates that the reason
why sparse representation-based classification (SRC) algorithm is successful lies in collaboratively repre-
senting the test images, instead of restraining /; norm sparseness.

The classification algorithm based on block Gabor feature collaborative representation works fast in
face recognition and obtains neck-and-neck recognition results to the SRC [11]. Considering the Gabor
feature can not only reflect the changes in dimension and duration, but also show the characteristics of
signal in frequency and time, it is believed that it is able to improve the robustness of face recognition and
present the local details of image in blocking. Consequently, this work suggests applying block Gabor fea-
ture to face recognition on the basis of collaborative representation.

2. THEORETICAL BASIS

In theory, biological feature needs to be unique, safe, universal, stable and collectable [12]. Computer
technology-based face recognition can be applied to verify identities of people by extracting facial features
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from images. Abundant information can be acquired from human faces, such as age, gender, health con-
dition, psychological state and career, etc. Advantages of face recognition technology are embodied in its
friendly operation, good concealing and visual results. As more and more digital products begin to merge
into people’s daily life, there appear increasing relevant security and privacy problems. Many challenges
existing in the face recognition greatly obstruct the development of the face recognition technology. A
real-time, economic and accurate face recognition system is urgently needed to meet peoples’ demand for
daily life.

3. CONSTRUCTION OF FACE RECOGNITION SYSTEM BASED ON BLOCK GABOR
FEATURE COLLABORATIVE REPRESENTATION

Sparse representation classification has achieved remarkable achievements in face recognition. The
principles of SRC in face recognition are summarized as follows [ 13]. Assume there are & kinds of samples,
each kind of sample is divided into test samples and training samples, and each 2-dimensional image is
arranged into a 1-dimensional vector in column to constitute a training dictionary X = [X|, X5, ..., Xi].
When there is one test sample y € Rm, SRC first expresses the test sample as a sparse linear combination
of all training samples, i.e., y = X, of which, o. = [0;; ...; a; ...; 0] and @ is the coefficient of the i-th
kind. Normally, only the element in o, is not zero and other items should be zero if y belongs to the i-th
kind; in practice, there is y = X0, due to noise interference, o; contains an obvious nonzero value and o
(k # i) has some nonzero values. As /, combination minimization is an issue about combinational explo-
sion, /; is minimized to express y with X and solves the coefficient o, i.e.:

(a) =argmin|a|, S.T.|y - X d|, <. (3.1)

In (3.1), the constant € is to balance y coding error and o sparseness. The following formula is used to
calculate the reconstruction error after obtaining the sparse coefficient o

e =|ly-X.al,. (3.2)

In (3.2), a; is the coding coefficient vector of the i-th kind. After the reconstruction error is acquired,
the test sample is determined to be the kind with the minimum reconstruction error, that is to say:

identity (y) = argmin{e,}. (3.3)
t

We can see from the discussion above that the SRC algorithm has two key points: one is that the coding
coefficient of the test sample y must be sparse; the other one is that y codes collaboratively by all of the
training sample sets X, rather than a single subset X;.

Another important fact in face recognition is that all face images are similar to some extent, which indi-
cates that the dictionary X; is very relevant to the dictionary X;, and there is X; = X; + A. The distance
between e; and e; will be small if A is small, and the sparseness of y to X can be expressed as:

min |y - Xal,S.7.|d], <. (3.4)

According to the analysis above, a conclusion can be drawn: one test sample is determined to be able
to express its category using as less samples as possible. In order to minimize /,, the formula of SRC in the
form of Lagrangian is:

(a)) = argmin{]y = X, ]} + Al } (3.5

In (3.5), the reconstruction error ¢; = |[y — X, a;|, and the sparsity constraint |l¢], are used for sample
classification.

In the sparse representation theory, each kind is required to have enough training samples to ensure
that the training dictionary subset X; is complete. However, the face recognition has a typical problem of
small sample size, so X; is usually incomplete. The error may be very big if X; is used to express y, so does
when y belongs to the i-th kind. Therefore, the classification results will be unstable no matter whether the
residual error e; or sparseness ||a,-||p, or both of them are used. To handle this problem, there is an obvious
method of expressing y with more i-th kind of samples. In face recognition, one crucial fact lies in that

different kinds of face images have a lot in common, and the j-th kind of image is likely to be helpful to
the presentation of the i-th kind test sample. The sparse representation based classification solves the
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problem of the lack of samples by taking all kinds of face images as each kind of possible sample, that is to
say, collaboratively presenting the test sample y with the dictionary X = [X|, X;, ..., X;]. In this way, the
coding coefficient presents a natural sparse state, and /, norm with relatively weak sparseness can be used
for constraint. To sum up, what really works in the SRC is collaborative representation, instead of sparse
representation.

Collaborative representation is very important to the SRC. To collaboratively represent the test sample
and reduce the computational cost, this work replaces /, sparse constraint with weak sparse /, norm con-
straint, so the formula (3.6) turns into:

(a,)= argmin{[ly - X [ + A[d] }. (3.6)

&=argmin{“y—X*a"§+7n||a||;}. 3.7

The solution of the formula above can be considered to be an issue on regularized least-squares, where
A is a regularization parameter. The regularization has dual functions: first of all, it stabilizes the solution
of least squares; secondly, it introduces a certain number of “sparseness” into the solution a. This sparse-
ness is weaker than that brought by /; norm.

In the formula (3.7), the solution of normalized least-squares collaborative representation classifica-
tion (CRC) can be deduced as:

a=(X"X+n1) X"y (3.8)

-1
Suppose P = (X "X +M1 ) X " thus Pand y are mutually independent. Therefore, P as a projection

matrix can be figured out in advance. Assume a test sample y, there is a = Py, which makes the collabo-
rative representation very quick. The classification of y is very similar to sparse representation’s, Zz,<||2 is

added to one kind of peculiar reconstruction error H y—X ,.*&,. of which, a referring to the coefficient vec-

2
tor of the i-th kind can distinguish the classification. Hence, both of them should be used in residual error

calculation:

rn=[y-X, Zz,-||2/|| ai||z~ (3.9)
Finally, y is determined to be the kind with the minimum reconstruction error, i.e.,
Identity (y) = argmin{r;}.

Gabor feature can tolerate illumination and expression changes to some extent on account of its favor-
able scale and direction selectivity [14, 15]. In order to further highlight the characteristics of face’s key
parts such as eyes, nose and mouth, this work blocks Gabor features of the images.

4. SYSTEM TEST AND ANALYSIS
4.1. System Test

In a controlled environment, Extended YaleB and AR face database are used to test the performances
of the face recognition method put forward in this study. The implement environment is set as system:
Window XP; central processing unit (CPU): AMD; CPU series: Athlon(tm) IT X, 245 (2.91 GHz); ran-
dom access memory (RAM): 1.75 GB; the software used: MATLAB7.10 R2010a. In the Extended YaleB,
10 targets are selected and half of their face images are randomly selected as the training images and the
remaining face images are considered as test images (each target has 64 images in total). The size of images
is normalized to be 192 x 168. The features extracted from each image are divided into 9 blocks (3*3) and
each block constitutes a one-dimensional vector in column, thereby generating 9 one-dimensional vec-
tors. Each image’s Gabor feature dimension is 2240 (7 X 8 X 40). Afterwards, images are projected to dif-
ferent dimensions using principle component analysis (PCA) to compare the recognition rate. Gabor fea-
ture in different dimensions and directions can be obtained by wavelet transform. As adjacent pixels of
Gabor feature are related, the dimension of Gabor feature can be reduced. The dimension reduction
method used in this study is to perform PCA dimensionality reduction on Gabor transformation coeffi-
cient. Block Gabor feature is also effective in enhancing local features in addition to retaining the overall
information of face images, which is beneficial to image classification. Therefore, this work suggests
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Fig. 1. Part of the test samples in AR face database.

replacing face images with block Gabor feature to recognize faces. In view of the instantaneity of CRC,
least square method is still adopted for classification after block Gabor feature vector is acquired.

First of all, Gabor features are extracted from all training samples and test samples and then divided
into 9 blocks. Each block constitutes a one-dimensional vector in column, thereby generating 9 one-
dimensional vectors. Those 9 vectors are normalized and formed into a one-dimensional vector, thus each
image has one Gabor feature vector, of which, the block Gabor feature vector of the i-th kind of the j-th
training sample image is denoted as Xj;.

Secondly, the dimension of the Gabor feature vector that the training samples and test samples corre-
spond to is reduced using eigenface. Block Gabor feature vectors of all kinds of training samples collabo-
ratively make up a training dictionary X, X=[X}, X, , ..., Xi], where i =1, 2, ..., and k is the training subset
made up of Gabor feature vectors of all training sample images.

Finally, the test samples are collaboratively represented by the formula (3.6) and solved, then the coef-
ficient o is collaboratively represented by the formula (3.7) and the residual error #; is calculated using the
formula (3.8) and the test sample is eventually classified as the kind of the minimum residual error. Block
Gabor feature extraction can be learnt offline, so the running speed of the algorithm proposed in this
study is not affected. Additionally, the block Gabor feature has many merits, which are about to be verified
through the following experiment.

4.2. Test Results and Analysis

4.2.1. AR face database. The experimental results are compared with CRC — recurrence least square
(CRC-RLYS) in the literature so as to illustrate the advantages of the proposed algorithm. For the conve-
nience of comparison, experimental database and parameters are consistent with the literature, a subset
containing illumination and expression changes only of 50 males and 50 females in the AR face database
is selected, 14 images for each one (60 * 43). The first 7 images of each one are taken as the training sam-
ples, and the rest of 7 images are the test samples. The dimension is set as 54, 120 and 300 respectively
during dimensionality reduction using feature face. Part of the test samples in AR face database is shown
in Fig. 1.

Table 1 displays the comparison between the recognition results of block Gabor CRC and CRC-RLS.
Recognition accuracy and time of those two algorithms (CRC-RLS and block Gabor CRC) are mainly
compared when the dimension is 54, 120 and 300 respectively.

As shown in Table 1, the recognition accuracy of block Gabor CRC is improved greatly, espemally
when the dimension is 120 From 54 to 120, both of the two algorithms’ recognltlon accuracies are
enhanced, which is because face image mformatlon is supplemented as the dimension rises. From 120 to
300, block Gabor CRC’s recognition accuracy increases slightly due to information redundancy; while
the recognition accuracy of CRC-RLS is improved to some extent by reason of information supplement.
The above reflects that the block Gabor CRC is capable of taking full advantage of the given sample infor-
mation in a moderate dimension. From the perspective of running time, the two algorithms are neck-and-
neck, and the block Gabor CRC is superior to CRC-RLS in offline extracting test samples and training
samples.

Table 1. Comparison on CRC-RLS and block Gabor CRC

Dimension 54 120 300
Recognition accuracy | CRC-RLS 80.256% 90.130% 93.485%
Block Gabor CRC 82.292% 94.711% 94.854%
Recognition time CRC-RLS 3.7030s 3.7030s 5.7508s
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Fig. 2. Part of test samples in the Extended Yale B face database.

4.2.2. Extended Yale B face database. For the sake of verifying the range of application of the block
Gabor CRC, this study is going to further compare in Extended Yale B face database. A total of 2280 images
from 38 people in the face database (60 images for each one) are trimmed to 54 * 48. Those images contain
obvious changes in illumination and sizes of open eyes. Half of each one’s images are randomly selected
as the training samples and the remaining images are the test samples. The dimension is considered to be
30, 54 and 75 in sequence for dimensionality reduction. Part of test samples in the Extended Yale B face
database is shown in Fig. 2.

Table 2 displays the comparison on the improved algorithm and CRC-RLS [16].

It can be seen from Table 2 that, the block Gabor CRC algorithm runs faster than the CRC-RLS algo-
rithm; besides, the images selected from the Extended Yale B face database have changes in illumination
and eyes. Therefore, both of the two algorithms achieve good recognition results when the dimension
increases to 54 from 30; at 30, the block Gabor CRC algorithm is inferior to the CRC-RLS algorithm,
suggesting that block Gabor feature loses partial information; the block Gabor CRC algorithm is superior
to the CRC-RLS algorithm with the increase of the dimension.

Table 2. Comparison on block Gabor CRC and CRC-RLS

Dimension 30 54 75
Recognition accuracy [CRC-RLS 87.985% 97.803% 99.472%
Block Gabor CRC 85.265% 98.156% 99.739%
Operation time CRC-RLS 8.3426s 9.4332s 10.3039s
Block Gabor CRC 7.5828s 8.0286s 8.6845s

5. CONCLUSION

To sum up, the face recognition based on block Gabor feature collaborative representation not only
preserves the merits of CRC, but also takes full advantage of the robustness as well as abundant details of
Gabor feature, thereby the recognition accuracy is further improved. In dimensionality reduction using
eigenface, test samples can be reconstructed by the proposed algorithms in the study if appropriate dimen-
sion is selected. Considering that the fixed block may lose part of the image information, further
researches will focus on face recognition based on multi-scale block collaborative classification, so as to
make the best of various information reflected from different scales of blocks.
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