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1 1. INTRODUCTION

Recently, Next Generation Networks (NGN) has been actively constructed based on the latest inter�
national recommendations. There is a strong trend towards the convergence of different networks that has
determined the appearance of unique architecture, i.e., the IP Multimedia Subsystem (IMS), which
allows a variety of subscribers to access unified telecommunications infrastructure resources, regardless of
the type of network access. The most recently published IMS construction concept (Release 7) allows pro�
vide a single set of services to all subscribers, including mobile (in the networks 1�4G), wireless, Wi�Fi, Wi
MAX and fixed�line subscribers, including access via Ethernet and xDSL.

The modernization of the PSTN or ISDN up to IP�based next�generation network architecture has a
number of advantages, including the integration of different subscribers connected via a number of tech�
nologies to a single architecture, increased revenues by expanding the range of services based on a single
info�communication platform, lowered operating costs for the operator, etc. One of the important tasks
for IMS architecture is the support of standardized metrics of quality of service (QoS) level. The main
cause of the problem is a delay when processing signaling messages in IMS�network modules.

The rest of the paper is organized as follows. Chapter II introduces a simplified model of the IMS�net�
work core. Chapter III describes QoS metrics based on international recommendations for ISDN and IP
networks. Section IV contains an estimate of the algorithm based on a cumulant analysis of QoS metrics.

2. ARCHITECTURE OF IMS NETWORK

IP Multimedia Subsystem concept is open network architecture, introduced for next generation net�
works. It supports a wide range of services for circuit�switched and packet networks. The IMS has two
main signaling protocols: SIP—Session Initiation Protocol [1] for communication sessions management
and DIAMETER [2] for interaction with a subscriber database server. SIP is a very flexible protocol,
which allows for users to manage their services and to mix media streams within a session. Furthermore,
it is universal for all network access types.

The base of an IMS network is the core, which consists of a set of specialized modules that make vari�
ous functions needed to service subscribers. In simplified form, the structure of the IMS core could be rep�
resented as follows [3]. The main functional elements of the core of the IMS network, which are involved
in the processes of registration, switching, RTP packet routing, charging calls is Call Session Control
Functions (CSCF). It is divided into three types of modules, i.e., Proxy (P CSCF), Session (S�CSCF),
and Interrogating (I�CSCF) functions. The Home Subscriber Server (HSS) database is a central reposi�
tory of information about user profiles and IMS network services.

1 The article was translated by the authors.
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3. QUALITY OF SERVICE IN IMS NETWORK

3.1. Quality�of�Service Metrics in IMS Network

QoS support is one of fundamental requirement for IMS�network [3]. Fully quality of service analysis
in IP�network includes an end�to�end investigation of the parameters taking into consideration both the
functional and physical structure of the network.

In Recommendation ITU�T Y.1531 [5], which is devoted to measuring the performance of IP�based
networks, the basic services delay is considered to be the main QoS metric. From the point of view of this
document, the Call Setup Delay (CSD) is the time interval between connection initiation and confirma�
tion that it has been successfully established. Delays caused by the UE and the time of processing inter�
mediate signal messages are not taken into account.

A more recent Internet Engineering Task Force (IETF) recommendation [6] introduced several met�
rics that reflect delays associated with the establishment of the connection, i.e., session request delay
(SRD), and destruction, i.e., session disconnect delay (SDD). Unfortunately, this recommendation does
not introduce numerical characteristics for the proposed indicators.

During the migration from ISDN to networks based on IMS architecture, characteristics of provided
services must not be degraded, both in terms of the mathematical expectation and 95% quantile. There�
fore, it is appropriate to apply numerical requirements specified in Recommendation E.721 [7] developed
for ISDN networks to metrics defined in the recommendations [5, 6]. Metrics should be evaluated taking
into account the peculiarities of the exchange of signaling messages in VoIP networks. Thus, IMS net�
works could be introduced QoS metrics as follows (Table 1).

Application Level
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S�CSCF

I�CSCF

P�CSCF

UE

UE

UE
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DIAMETER

WLAN, WI�FI,
xDSL, GSM, UMTS

Fig. 1. Simplified scheme of the IMS core.

Table 1. Quality�of�service metrics

Metric Mean (ms) 95% (ms)

Session Request Delay 3000 6000

Answer signal delay 750 1500

Call release delay 400 600
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3.2. Services That Provide a Model of Delay Estimation

Let the random variable of SRD in the IMS network be referred to as TSRD. In the case of a successful
call, it is determined by the duration of the transmission of the INVITE message from calling UE to
receive a 180 Ringing message, except the duration of processing messages in the UEs themselves (Fig. 2).

TSRD= (t4 – t1) – (t3 – t2). (1)

This random consists of number of processing delays of different messages in each network node
(TP�CSCF, TI�CSCF, TS�CSCF, and THSS). At the same time, we assume that the transmission of signaling mes�
sages delay within the IMS core is a negligible quantity because the IMS core is usually situated within one
site and modules are connected via high�speed channels.

Thus, the IMS core could be considered to be a multiphase queuing system, which consists of a set of
independent queues that consequently signal messages with a certain speed. The value of standardized
QoS metrics will be determined by the total delay in each phase of the system.

For example, the value of TSRD for successful connection is defined as follows:

(2)

To estimate these random variables, it is necessary to assess the parameters of incoming signaling mes�
sages stream and determine characteristics of the core modules of IMS network.

To evaluate traffic characteristics in the next generation network, a segment of IP�telephony of the
Moscow City Telephone Network (MGTS) was studied. This segment is constructed in accordance with
the IMS architecture, and serves more than 2.5 million subscribers. [8] In the research, it was studied
parameters of signaling traffic, which transmitted to the IMS�core. The most interesting were INVITE
message, which initiate establishment of new connections, and the total sum of all messages streams, cor�
responding to user sessions management.

In accordance with a variety of classic researches, from Erlang [9], we see in Fig. 3a that INVITE mes�
sages flow is exponential, because associated with call attempts. For the entire set of signaling messages
exponential character is not obvious, however, empirical evidence shows that the coefficient of variation
for the entire set of signaling SIP messages, close to one that leads to the assumption of exponential dis�
tribution of the flow of all incoming messages.

Several researches [10, 11] indicates that the service time distribution in IMS network nodes is not
exponential. As shown in [12], for different types of signaling SIP messages, IMS�core modules (primarily
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Fig. 2. Services delay in IMS network.
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CSCF modules) make a finite number of operations. Thus, it could be assumed that the service time in
core nodes is distributed on a finite time interval. As the service time distribution function, it is convenient
to choose generalized beta distribution, as its coefficient of variation can vary on a wide range.

However, the service time characteristics for HSS module differ from other elements of the IMS. Since
this module is a database, processing time has slowly decreasing, so�called “heavy�tailed”, distribution
function. For analytical study it may be selected Weibull–Gnedenko distribution as a law of service delay
in HSS. The influence of the subscriber database on request delay in the IMS�network can be clearly seen
in Fig. 4, which shows the histogram of the response delay of SIP messages for real IMS network in
MGTS. We can see the “heavy tail” for processing INVITE messages, which other signaling SIP messages
do not have, since they does not require processing in the HSS.

Another feature of the IMS�core module is that the actual hardware used to construct them, based on
a multiprocessor technologies such as ATCA or AXIe [13]. Assuming that, after each network node is
passed, the characteristics of message flow does not change and we can define each IMS�network node in
terms of Kendall classification as an M/G/k queue. The validity of the assumption is confirmed by real
observations in the MGTS network; in particular, it is noted that the SIP messages traffic is exponential
at both the input and output of different service modules.

From the classical probability theory point of view, if we want to determine the standardized quality of
services metrics, it is necessary to determine the distribution function of the response time delay for sig�
naling messages at IMS�network nodes, then determine the overall distribution of the overall random vari�
able (for example, by the convolution mechanism), then find the mean and 95% quantile. Unfortunately,
for M/G/k systems, this algorithm cannot be applied due to the lack of accurate probability parameters

400

10
0

0

350

300

250

200

150

100

50

12
0

14
0

16
0

18
0

20
0

22
0

24
0

26
0

28
0

30
0

32
0

34
0

36
0

38
0

40
0

42
0

44
0

46
0

48
0

50
0

52
0

54
0

56
0

58
0

60
0

No. of observations (a)

10

0

1000

500

20 30 40 50 60 70 80 90 10
0

12
0

14
0

13
0

15
0

17
0

No. of observations (b)

16
0

11
0

1500

2000

2500

Fig. 4. PDF response time delay in IMS�core: (a) INVITE messages, (b) BYE messages.

50000

0

80

40000
45000

55000

30000

20000
25000

35000

15000

5000
10000

0 40 20
0

12
0

16
0

32
0

24
0

28
0

44
0

36
0

40
020 60 10
0

28
0

14
0

30
0

22
0

26
0

42
0

34
0

38
0

No. of observations (a)

0

28
80

14
4

72
0

43
2

57
6

1
15

2

86
4

1
00

8

1
58

4

1
29

6

1
44

072 21
6

36
0

64
8

50
4

1
08

0

79
2

93
6

1
51

2

1
22

4

1
36

8

No. of observations (b)

1
80

0

1
65

5
1

72
8

2000

3000

4000

1000

5000

6000

7000

Fig. 3. PDF between incoming messages duration to IMS�core: (a) INVITE messages only, (b) all call management mes�
sages.



AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 50  No. 1  2016

ANALYSIS OF QUALITY�OF�SERVICE METRICS IN IMS NETWORKS 41

formulas for this type of system. Therefore, we will resort to the cumulant analysis machine [14, 15],
which allows one to find any of the standardized metrics.

Cumulants could be expressed in terms of moments as follows [15]:

(3)

The formulas of the first four cumulants have the following meanings. The first two are the mead and
dispersion. The third cumulant can be called skewness, and the fourth is kurtosis [15]. Cumulant analysis
is often a more convenient mathematical technique than the analysis of the moments.

The cumulants set χ1, χ2, χ3, …, χk, …. could serve as an identical representation of the random variable
probability distribution. An important property of the cumulants is that the cumulants of the random vari�
able obtained as the sum of two independent random variables is equal to the sum of cumulants of initial
random variables. The distribution function of the service delay can be expressed in terms of total k�th
order cumulant [15], which are expressed as the sum

(4)

where η = ξ1 + ξ2 + … + ξN is the summation of cumulants of the waiting time W(t) and the service time
B(t) distributions for all messages and nodes involved in service providing. Expression (4) could only be
applied to investigating the IMS network if all modules are mutually independent. For M/M/k tandem
queues, it is shown [16] that response time delays at each node are not mutually independent. Despite this,
in order of approximation, when the total response time parameters estimate each unique queue itself
could be considered independently [17]. We extend this assumption to the system with an arbitrary service
law and check this approximation at the end of the article.

4. ESTIMATES OF CUMULANTS OF THE RESPONSE TIME DELAY FOR M/G/k QUEUES

To estimate the characteristics of the response time delay, it is necessary to find cumulants of the wait�
ing time distribution W(t), and service time distribution B(t). It is not a difficult task to determine cumu�
lants for the B(t) function, for known distribution law, as most laws have well�known formulas for calcu�
lating moments. However, estimation of the waiting time distribution W(t) characteristics for M/G/k
queues is not trivial.

Since there are many approximate solutions for the mean waiting time [18–21], there is no exact def�
inition of the probability distribution for this class of queues. The question of determining high�order moments
and, therefore, the 95% quantile of the waiting time distribution is badly reviewed in the literature.

According to [22], the waiting time moments are associated with moments of the queue length by the
following relation:

(5)

where Q is the conditional number of messages, waiting in the queue when all service modules are busy. A
paper [23] proposes an approximation of moments generating function Pq(z) for an unconditional number
of messages in the queue.

The approximation is based on the following two assumptions:
1. If, at the moment when message leaves the queue, n messages are left behind in the system with

1 ≤ n ≤ k, then the time until the next message leaves is distributed as  where  are
independent random variables with the same probability distribution function Be(t) as follows:

2. If, at the moment when message leaves the queue, n messages are left behind in the system with n > k, then
queue M/G/k could be considered as M/G/1, where the service unit works k times faster.
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Assuming that the delay in waiting buffer probability πw is the same for M/G/k and M/M/k queues,
work [23] gives generating function of queue length for M/G/k as follows:

(6)

where

The probability that there are k – 1 messages in the system could be easily obtained based on the
assumption that the probability of a processing delay (which corresponds to the presence in queue exactly
k messages) is as follows [23]:

(7)

At the same time [24], 

(8)

Therefore we can rewrite expression (5) as follows:

(9)

Thus, we need to find the queue length moments. It is necessary to calculate the derivatives of expres�
sion (9) at point z = 1. Then, based on the data given in [23, 25], we can assume that the moments of the
queue length distribution of M/G/k queue refer to corresponding queue length distribution moments of

the M/M/k queue, as well as the moments of the waiting�time distribution, i.e.,  = 

 =  etc. Then, using expression (5), the following relationships for the waiting

time moments of the M/G/k queue were obtained:
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where 

The moments of waiting time distribution in the system with exponential service time distribution are
defined in a known manner as follows [24]:

(14)

Applying relations (10)–(13) to Eq. (3), it is not difficult to calculate cumulants of the waiting time dis�
tribution in M/G/k queue. As noted above, cumulant analysis is a very useful mathematical tool. In par�
ticular, it allows one to calculate the 95% quantile of the probability distribution taking advantage of the
Edgeworth series [14] or Cornish–Fisher expansion [26]. At the same time, the Cornish–Fisher approach
yields better results in a wide range of distribution functions and it is necessary to know only first four
cumulants as follows [27]:

(15)

where M is the mean, σ is the standard deviation, z
α
 is the α�quantile of normal distribution, and χ3 and

χ4 are the third and fourth cumulants of the distribution.

4.1. Verification of the Proposed Model 

To verify the proposed analytical method, a simulation program has been developed using the GPSS
World Student Version, which allows one to investigate both standalone queues and the entire IMS net�
work core, which process voice calls flows. As source information for the simulation model were used
empirical data collected on the MGTS network. The real IMS�network research has showed that the
response delay distribution function in real IMS�modules have a coefficient of variation Cs = 0.45. Queues
that serve SIP messages with two, four, and eight serving modules that match processor cores or cards in
the telecommunications cassette were researched.

Figure 5 shows plots of the 95% quantile of the response time distribution. Uninterrupted lines show
the dependences obtained by simulation, and the dashed ones were derived analytically. The graph shows
the dependence for coefficient of variations in the service time distribution Cs = 0.45 and for different
numbers of servers in the queue, where each of the servers has a service intensity of μ = 1. Cases for a coef�
ficient of variation of 0.3 and 0.8 were also investigated. A comparison of the results shows that the differ�
ence between analytical values and values obtained by simulation does not exceed 3%, which is sufficient
for the practical application of the proposed approximation.

γj t
j 1–

1 Be t( )–( )
k
dt.

0
∞

∫=

E Wexp
j[ ]

j!Pk

k jμj 1 ρ–( )j
�����������������������.=

xα M
σ2 1+( )zα

2
��������������������

zα
2 1–( )χ3

6
��������������������

zα
3 3zα–( )χ4

24
������������������������

2zα
3

5zα–( )χ3
2

36
���������������������������,–+ + +=

8

0

10

4

6

2

0.2 0.4 0.6 0.8

k = 2

k = 4

k = 8

95% Quantile of S(t) for coefficient of variation Cs = 0.45

GPSS Simulation
Approximation

ρ

95%

Fig. 5. Comparison of the 95% quantile for different loads of the M/G/k queue. Coefficient of variation Cs = 0.45.



44

AUTOMATIC CONTROL AND COMPUTER SCIENCES  Vol. 50  No. 1  2016

KULIKOV

In order to estimate the standardized QoS metrics, it is necessary to calculate the cumulants of the
response time delay of each SIP message type in each of the core’s nodes. Then, it is necessary to produce
the sequential summation of cumulants that constituted the normalized value; then, it is possible to cal�
culate the mean and 95% quantile. As noted in Section 3, this approach is possible if the delays in message
response time in each module are mutually independent variables.

A simulation model was developed in order to test this hypothesis that reflects the signaling messages
exchanged in the IMS core, when connections are established and destroyed according to the scenario in
Fig. 2. It was considered an example where the intensity of incoming calls λINVITE = 0.8, the intensity of
service unit in each of the nodes μ = 1 and in each node, the number of service units k = 8. Then the max�
imum load there is on the I�CSCF ρI�CSCF = 0.7. For the rest of the modules, it is not difficult to see that
the load is ρP�CSCF = 0.6, ρS�CSCF = 0.6, and ρHSS = 0.1.

With a sequential computation of the cumulants, we can calculate the mean and quantile of standard�
ized metrics of quality of service. A comparison of the results obtained analytically and using the simula�
tion GPSS model is given in the Table 2 below.

5. CONCLUSIONS

The quality of service in IMS networks is characterized by random variables of various services delays.
While there are many studies on estimating the average network delays, the issue of multiqueue systems
quantile estimation remains insufficiently investigated. The study in this article, demonstrates the possi�
bility of considering modules of the IMS network while providing services, such as mutually independent
M/G/k queues. The analytical apparatus, which allows one to calculate the parameters of the response
time distribution of the separate queue and trough “end�to�end” delay has been proposed. A comparison
of the calculations results with the data obtained by simulation proves the possibility of using this method
in practice.
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