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1. INTRODUCTION 

Infinite�server queueing systems are adequate mathematical models of systems in a wide class of sub�
ject areas, such as physics, engineering, telecommunications, data processing, and socioeconomic sys�
tems. Therefore, the development of methods of studying them is an actual scientific problem.

A direct analytical study of these mathematical models is only possible for the Poisson arrivals [1] or
for systems with deterministic service; therefore, the study of models with other types of arrival processes
and service laws is usually implemented in some asymptotic (limit) conditions, which is referred to in the
literature as heavy�traffic conditions [2].

This work presents an analysis of systems with renewal arrival process, unlimited number of servers,
and phase�type services, which is usually denoted as GI/PH/∞ [3]. The analysis was carried out using the
classical method of N�dimensional Markov processes; the system of equations concerning the probability
distribution of the number of customers in the GI/PH/∞ system was derived. Since the solution of this
system of equations is a significant problem then, in the present work, it is performed using the method of
asymptotic analysis in limit condition of an unlimited increase of the intensity of arrivals [4] that relates
to the class of the aforementioned heavy�traffic conditions. It was determined that the asymptotic distri�
bution is a normal one (Gaussian distribution). The parameters of this distribution were obtained in this
work.

The prelimit expression for the second moment (dispersion) of the number of customers in the
GI/PH/∞ system. For the relative error of the asymptotic dispersion relative to its corresponding prelimit
value, the numerical calculations with different values of the parameters that determine the intensity of
arrival process and variations of the lengths of the intervals in it were performed. This allows one to define
the domain of applicability of asymptotic results within the framework of the specified accuracy of approx�
imations.

2. DEFINITION OF THE PROBLEM

Consider a queueing system with an unlimited number of servers and high�rate renewal arrival process.
The arrival process is defined by the distribution function of the lengths of the intervals between the con�
secutive arrivals of customers specified in the form of A(Nx) [4]. Here, N is the parameter that determines
the intensity of arrivals , which, at  justifies the indication that the arrival process has a high inten�,N → ∞
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sity. Let us assume that, for a random variable defined by distribution function A(z), the mathematical
expectation and dispersion have finite values, and we will denote them as follows:

Thus, the intensity of arrivals will be Nλ.
The customer coming into the system takes any of the available servers. The service time has a phase�

type distribution (PH distribution) given by the irreducible representation {v, Q} [1, 5]. This means the
following. The Markov chain k(t) with state space {0, 1, 2, …, K} is considered. At the beginning of the
service for this chain, the initial state is chosen from the set {1, 2, …, K} based on a given probabilistic row
vector v. Next, in the chain k(t), the states are changed according to the specified subgenerator Q until the
chain reaches the absorbing state 0, the intensity of transitions in which are specified by the vector

(1)

Here, e is the column vector, consisting of units. The service time is interpreted as the time when the
described Markov chain k(t) will switch in the absorbing state. In these queueing systems, all intermediate
states of the respective Markov chain from the set {1, 2, …, K} is called the service phases.

Since it is believed that the matrix  is irreducible, the average value b of the service time speci�
fied in the mentioned above manner is defined by the equality [1]

It is also known [1] that the distribution function B(x) of the service time for PH distribution has the form 

The task is posed of finding the asymptotic at N → ∞ and the probability distribution of the number of
customers in the system in the stationary mode of operation.

3. THE DERIVATION OF THE KOLMOGOROV SYSTEM OF EQUATIONS

Using  let us denote the number of customers being serviced in the system at time of point t in the

kth phase ( ) in the vector form  Suppose also that z(t) is the length of the time
interval from the moment t until the next customer arrives. Then (K + 1)�dimensional stochastic process
{i(t), z(t)} will be the Markov process. For the probability distribution given in the

 one can write the equality

Here  is the kth component of which is equal to unit, and the remainder components are zero; ik, vk,
Qk0, and Qkl are the elements of the vectors i, v,  and the matrix Q, respectively.

Based on this equality, for the stationary distribution  noting  one

can write the Kolmogorov system of equations

(2)
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for all nonnegative values of i and z (here, if at least one component of vector i is negative, it is assumed
that ).

For the N�dimensional partial characteristic functions 

where u is a vector with components  and – is the imaginary unit, from Eq. (2), we get the
equality

which, because of (1), we rewrite in the form of the following equation:

(3)

In a prelimit situation, at finite values of N, the analytical solution of this equation is unlikely possible;
therefore, we will find it to have an asymptotic solution at  using the method for asymptotic anal�
ysis [6].

4. ASYMPTOTIC ANALYSIS 

Denoting

(4)

we rewrite Eq. (3) as 

(5)

Let us formulate the following statement.

Theorem 1. The limit at the  value  of the solution  of Eq. (5) has the form 

where the function R(z) has the form 

(6)

and the vector x with components  is determined by the equality 

(7)

The proof of this theorem is given in the Appendix.

Because the values  make sense of the normalized by value N average value of the number of custom�
ers served in the system on the kth phase, then the normalized total average value  is
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which naturally coincides with the total average value of the number of customers in the system and in the
prelimit situation, which can be found by applying Little’s theorem [7].

Let us perform a more detailed study of the number of customers in the GI/PH/∞ system. In the orig�
inal Eq. (3), we will replace 

then, for the function  we will obtain the equation

(9)

Here,  is a partial function of the N�dimensional characteristic function of values of the centered
registered random processes 

Applying the method of asymptotic analysis in Eq. (9) similar to (4), we will execute the replacements 

Then, we get the equation for the function  as follows:

(10)

The following theorem is true.

Theorem 2. Limit value of  at  and  of the solution  of Eq. (10) has the form 

(11)

where the matrix  is the solution of the equation

(12)

The normalized dispersion  of the number of customers in the GI/PH/∞ system is defined by the
equality 

(13)

For this, the next theorem is true.

Theorem 3. The normalized dispersion  of the number of customers in the GI/PH/∞ system is equal to

where parameter β is determined by the equality 

(14)

The proofs of Theorems 2 and 3 are given in the Appendix.
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parameters  and  are defined by the equalities   and depend only on
the first and second moments of the lengths of the intervals in the arrival process, as well as the average
value of b and of the parameter β from formula (14) for the service time, which indicates to the ability to
save these parameters and for arbitrary functions B(x), the distribution of the service time in the GI/GI/∞
systems. Indeed, in works [8, 9] the studies of the GI/GI/∞ system with the high�rate arrival process were
carried out using the technique of separation of the first jump [1, 10] and the dynamic sifting technique
[6], respectively. It is shown that, under the conditions of high�intensity arrivals, the asymptotic probabil�
ity distribution of the number of customers in the system is Gaussian. The characteristic function of this
distribution has the form

(15)

and, taking into account the normalization, fully coincides with the results obtained above.

5. THE DOMAIN OF APPLICABILITY OF THE ASYMPTOTIC RESULTS 

Since the found Gaussian distribution and its dispersion are asymptotic ones, then the task of defining
the domain of applicability of asymptotic results for approximating the prelimit characteristics at finite N
arises, i.e., it is necessary to determine for which values of parameter N the error of Gaussian approxima�
tion can be considered permissible.

For systems with the unlimited number of servers, it is fairly easy to find the first moment of the number
of customers in the system. For this purpose, it is sufficient to apply Little’s theorem and write

where  is the average value of the number of customers in the system with an unlimited number of serv�
ers, λ is the intensity of arrivals, and b is the average value of service time. Thus, the average number of
customers in the prelimit and asymptotic cases coincide. 

In this regard, we will analyze the domain of applicability of obtained asymptotic results based on the
calculation of relative error of asymptotic dispersion defined by the equality 

(16)

in relation to similar dispersion for prelimit case. For this, at first, we will find the prelimit value of disper�
sion.

As shown above, the partial characteristic function H(u, z) of (K + 1)�dimensional stochastic process
{i(t), z(t)} is a solution of Eq. (3), which we will rewrite as 
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It is known that the initial moments of a random variable are defined with the values of derivatives of
the characteristic function in zero. Using this property, we will differentiate Eq. (17) with respect to

 and get the equalities

(18)

Substituting u = 0 into this equation and denoting 

 at that 

We will obtain the system of equations 

Regarding the components am(z) of row vector  which, due to this system, satis�
fies the equation
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on mth PH phase of the service in the system servers in the stationary mode of operation.
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equality 

which naturally coincides with the results obtained from Little’s theorem.
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Therefore, the vector  is the solution of the system of equations

(22)

Denoting the row vector with components in y 

and the matrix, the columns of which are eigenvectors Xl, in X, we get the solution of the systems (22) in
the form 

(23)

The vectors a of (20) and  of (23) will be used below to determine the value of the second moment
of the number of customers in the GI/PH/∞ system.
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Applying the integral form of the solution record of these equations [11],we write the matrix C of sec�
ond partial mixed central moments in the form

then, the dispersion  of the number of customers in the GI/PH/∞ system in the prelimit case will be
equal to

(25)

The intensity parameter of the arrival process N presents in this expression in the elements of the matrix Q,
as well as in the vectors a and  included in the matrix G.

To define the domain of applicability of asymptotic results, we present the table of relative errors of the
asymptotic dispersion (16) regarding prelimit (25). The calculations were carried out for the function A(x)
that corresponds to the gamma distribution with the fixed parameter of form, but different coefficients of
variation V. The intensity of arrivals is equal to N, and the average service time is equal to 1. The coefficient
of variations for the service time is fixed and equal to 0.636.

It can be seen from the table that, if the coefficient of variation V = 1, i.e., when arrivals is Poisson, the
asymptotic formulas yield an accurate result. If we accept that the permissible relative error is 5%, then
the asymptotic results can be considered acceptable if N > 30 for the coefficient of variation V > 1 and at

 for V < 1.

6. CONCLUSIONS

The work presents the study of queueing system with high�rate renewal arrival process, an unlimited
number of servers, and phase�type services. The study was carried out by methods of N�dimensional
Markov processes and asymptotic analysis. It is shown that, at an asymptotic condition of the increasing
intensity of arrivals, the stationary distribution of the number of customers in the system is the Gaussian
distribution, the parameters of this distribution were obtained. A comparison of the study result with the
results of [8, 9] for systems with arbitrary service obtained by the technique of separation the first jump
and the dynamic sifting technique, respectively, was performed. It was determined that all three
approaches yield identical results. Thus, in the hands of the researcher, there are three tools for studying
the queueing systems with an unlimited number of servers and renewal arrival process. However, the clas�
sic approach of N�dimensional Markov processes is unfortunately only applied to systems with exponen�
tial service and, as is shown in the work, for systems with phase�type service. The second approach consists
of the technique of separation of the first jump, which extends the domain of applicability to the systems
with arbitrary (recurrent) service, as well as multi�stage systems and the networks with renewal arrival pro�
cess [12, 13]. The third method consists of the screened process technique, which allows one to study not
only the systems with renewal arrivals, but also with other types of arrival process, including MAP and the
semi�Markov processes [14], as well as the multi�stage systems and the queueing networks with an unlim�
ited number of servers with specified types of arrival process [15–17].

0

,
Tt te e dt

∞

= ∫ Q QC G

κ2

2

0

.
TT t te e dt

∞⎛ ⎞
⎜ ⎟κ =
⎜ ⎟
⎝ ⎠
∫ Q Qe G e

'(0),a

≥ 5N

Relative error of the dispersion of Gaussian approximation relative to the prelimit one at different values of N and
variations in the lengths of the intervals of arrivals V

                    N
V

1 5 10 20 30 50 100

5 0.274 0.160 0.112 0.071 0.051 0.033 0.017

2.5 0.160 0.065 0.037 0.019 0.013 0.007 0.004

1 0 0 0 0 0 0 0

0.5 0.084 0.016 0.008 0.004 0.003 0.002 0.001

0.2 0.122 0.023 0.011 0.006 0.004 0.002 0.001

0.01 0.131 0.024 0.012 0.006 0.004 0.002 0.001
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Based on a comparison of the asymptotic value of dispersion with prelimit (exact) value, a numerical
analysis of the domain of applicability of asymptotic results was carried out in the work (the mathematical
expectations in the limit and prelimit cases fully coincide). It has been shown that the asymptotic formulas
yield acceptable results at an arrivals intensity that exceeds the intensity of service in more than 30 times
and in some cases and at small intensities that exceed the intensity of service by only five times.

APPENDIX

Proof of Theorem 1 

Denote  and substitute in (5) u = 0, from which we get the equation

(26)

The solution has the form  which coincides with (6) where

Here, the equality  holds.

Denoting we will accomplish the passage to the limit in the Eq. (5) at 

We will get the equation

which has the same form as (26); hence, one can represent  in the form

(27)

To find the function  we will accomplish the passage to the limit in Eq. (5) at  and we will
get the equality

Performing this equality, the simple transformations at  can be written as

Here, substituting the product (27), we will obtain

(28)

Write the function  in the form

then, due to (28), one can write the equality

from which it follows that the values  are the solution of the system of equations
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In the matrix form, this system has the form

From this it follows, that the equality (7) is fulfilled. The theorem is proved.

The Theorem 2 Proving

Let us write the solution of the equation  (10) in the form of the following expansion:

(29)

In Eq. (10), expanding the exponents we will get the equality

which, based on (28), we can rewrite as

Here, substituting expansion (29), it is easy to show that the functions  satisfy the equations

therefore,

It can be shown that

therefore, for the functions  the following equality holds:

(30)

In Eq. (10) passing to the limit at , and expanding the exponents with an accuracy to ε2, we get

Here, substituting expansion (29) and performing simple conversions, we get the equality

which, based on (30), can be rewritten as
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Here, substituting expression (11) for function  we obtain the equality

from which one can write  equalities for all  as follows:

In the matrix form, we obtain the equation regarding matrix G in the form

Coincides with (12). The theorem is proved.

Proof of Theorem 3

Solution G for Eq. (12) in the form of

(31)

Substituting this into (12), we get the matrix equation G1 as follows:

(32)

As already noted above, the equation refers to the class of matrix equations

In the theorem in [11], the only solution to this equation is the matrix X type

Therefore, solution G1 of Eq. (32) can be written as

Due to the resulting equality and Eqs. (13) and (31) can be written as

Hence, taking into account (8), we get

where parameter β is defined by equality (14). The theorem is proved. 
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