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Abstract—This paper considers an initial-boundary value problem for a reaction–diffusion equation with
a singularly perturbed Neumann boundary condition in a closed, simply connected two-dimensional
domain. From a physical point of view, the problem describes processes with an intensive flow through
the boundary of a given area. The existence of a stationary solution is proved, its asymptotic is constructed,
and the Lyapunov stability conditions for it are established. The asymptotics of the solution are constructed
by the classical Vasilieva algorithm using the Lusternik–Vishik method. The existence and stability of the
solution are proved using the asymptotic method of differential inequalities.
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INTRODUCTION

Boundary value problems for parabolic and ellip-
tic equations describe various processes in physics,
chemistry, biophysics, and in other applied prob-
lems. The monograph by Pao [1] considers var-
ious types of elliptic problems and describes their
possible applications. An extensive monograph [2]
also focuses on the physical application of the cor-
responding mathematical models. A number of in-
teresting physics applications can be found in [3,
4]. In applications these equations are widely used
to describe excitable spatio-temporal media and are
called reaction-diffusion-advection equations. They
are used both to study autowaves (similar to the
well-known Belousov–Zhabotinsky reaction) and to
describe stationary structures that determine the dy-
namics of the process. Parabolic equations of this
type act as mathematical models in nonlinear wave
theory and are called Burgers-type equations (see [5,
6] and references therein). Reaction-diffusion equa-
tions can describe processes with intense sources; in
this case, a small parameter appears at the differential
operator. A distinctive feature of solving such prob-
lems is the transition layers [7, 8]. Solutions to a
number of problems have a boundary layer, that is, a
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sharp transition near the boundary of the considered
area.

This paper considers a problem with a singular
second-type boundary condition. The work develops
and generalizes the results of [9, 10] for a new type
of problems, which is of interest from both theoretical
and practical points of view.

1. PROBLEM SETUP

We consider a reaction–diffusion equation with a
singularly perturbed Neumann boundary condition in
a closed, simply connected two-dimensional domain
D, bounded by a sufficiently smooth boundary ∂D.
Below, we assume that the boundary ∂D is specified
parametrically: x = ϕ(θ), y = ψ(θ), where 0 ≤ θ ≤
Θ is a parameter, and as it increases from 0 to Θ,
point (ϕ(θ), ψ(θ)) passes through each point of the
boundary ∂D:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Nu := ε2Δu− ∂u

∂t
− f(u, x, ε) = 0,

x = (x1, x2) ∈ D, t > 0,

u(x, 0, ε) = uinit(x), (x) ∈ D̄,
∂u

∂n

∣
∣
∣
∣
∂D

=
h(x, t)

ε
, x ∈ ∂D, t > 0.

(1)

The derivative in the boundary condition is taken
along the inward normal to ∂D. From a physical
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point of view, the problem describes processes with
an intense flux across the boundary of a given area.
This work has the goal of investigating the stationary
solution of problem (1). This solution is a solution to
the elliptic boundary value problem

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Lu := ε2Δu− f(u, x, ε) = 0,
∂u

∂n

∣
∣
∣
∣
∂D

=
h(x)

ε
,

(x) ∈ D.

(2)

The right side of the boundary condition contains
a small parameter ε > 0, which corresponds to the
presence of intense sources at the boundary ∂D. The
presence of a small parameter makes the Neumann
boundary condition singular and results in a more
complex boundary layer in the solution.

The purpose of this work was to investigate the
existence of a solution with a boundary layer for prob-
lem (2) and its Lyapunov stability.

We require the fulfillment of the following condi-
tions:

(A0) f(u, x, ε) everywhere in D̄, h(x) on the
boundary ∂D and ϕ(θ), ψ(θ) at 0 ≤ θ ≤ Θ are
sufficiently smooth functions.

(A1) Degenerate equation f(u, x, 0) = 0 has a
root u = u0(x): fu

(
u0(x), x, 0

)
> 0, x ∈ D̄.

2. CONSTRUCTING THE ASYMPTOTICS
2.1. The Local Coordinates

To describe the solution near ∂D let us intro-
duce the local coordinates (r, θ) in its sufficiently
small neighborhood, where r is the distance from
a given point inside this neighborhood to a point on
the boundary ∂D with the coordinates (ϕ(θ), ψ(θ))
along the normal to ∂D. It is known that if the
boundary is sufficiently smooth (the functions ϕ(θ)
and ψ(θ) have Hoelder continuous derivatives), then
in a sufficiently small neighborhood of the boundary
there is a bijection between the initial coordinates
(x1, x2) and local coordinates (r, θ), given by the
formulas: ⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

x1 = ϕ(θ)− r
ψθ

√

ϕ2
θ + ψ2

θ

,

x2 = ψ(θ) + r
ϕθ

√

ϕ2
θ + ψ2

θ

.

The unit tangent vector k and the unit normal
vector n to ∂D are given by the formulas

k =

⎛

⎜
⎜
⎜
⎜
⎝

1
√

1 + ψ2
θ/ϕ

2
θ

ψθ/ϕθ
√

1 + ψ2
θ/ϕ

2
θ

⎞

⎟
⎟
⎟
⎟
⎠

, n =

⎛

⎜
⎜
⎜
⎜
⎝

−ψθ
√

ϕ2
θ + ψ2

θ

ϕθ
√

ϕ2
θ + ψ2

θ

⎞

⎟
⎟
⎟
⎟
⎠

.

Passing to the new variables, we obtain the follow-
ing expression for the problem operator:

L = ε2

(
∂2

∂r2
+Hθ

∂Hθ

∂r

∂

∂r

+
1

Hθ

∂

∂θ

( 1

Hθ

) ∂

∂θ
+

1

H2
θ

∂2

∂θ2

)

,

where Hθ are Hr are the Lame parameters:

Hr =

√
(∂x1
∂r

)2
+

(∂x2
∂r

)2
= 1,

Hθ =

√
(∂x1
∂θ

)2
+

(∂x2
∂θ

)2
.

Let us introduce the stretched variable ξ =
r

ε
.

Then, expanding the coefficients of the partial deriva-
tives in series in powers of ε, we obtain for the problem
operator:

L =
∂2

∂ξ2
+ ε

∂

∂ξ

ϕθθψθ − ψθθϕθ
√

ψ2
θ + ϕ2

θ

+

∞∑

i=2

εiLi,

where Li are linear differential operators containing

partial derivatives
∂

∂θ
and

∂2

∂θ2
. Since the local coor-

dinate r is introduced as a distance along the inward
normal to ∂D, the boundary condition operator in
local and stretched variables takes the form

ε
∂

∂n
= ε

∂

∂r
=

∂

∂ξ
.

2.2. The General Form of the Asymptotics
Let us construct the asymptotics of the solution

using the standard algorithm of the boundary function
method (see [11, 12]), according to which the sought
function is represented as the sum

u(x, ε) = ū(x, ε) + Π(ξ, θ, ε). (3)

Nonlinearity is presented in a similar form:

f(u, x, ε) = F̄ +Πf(u, ξ, θ, ε) = f(ū(x, ε), x, ε)

+ f

⎛

⎝ū

⎛

⎝ϕ(θ)− εξ
ψθ

√

ϕ2
θ + ψ2

θ

, ψ(θ)

+ εξ
ϕθ

√

ϕ2
θ + ψ2

θ

, ε

⎞

⎠+Π(ξ, θ, ε), ϕ(θ)

− εξ
ψθ

√

ϕ2
θ + ψ2

θ

, ψ(θ) + εξ
ϕθ

√

ϕ2
θ + ψ2

θ

, ε

⎞

⎠
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− f

⎛

⎝ū

⎛

⎝ϕ(θ)− εξ
ψθ

√

ϕ2
θ + ψ2

θ

, ψ(θ)

+ εξ
ϕθ

√

ϕ2
θ + ψ2

θ

, ε

⎞

⎠ , ϕ(θ)

− εξ
ψθ

√

ϕ2
θ + ψ2

θ

, ψ(θ) + εξ
ϕθ

√

ϕ2
θ + ψ2

θ

, ε

⎞

⎠ .

In these representations ū(x, ε) is the regular part of
the asymptotics that describes the function u far from
the boundary ∂D and Π(ξ, θ, ε) is the boundary layer
part of the asymptotics that describes the solution
near the boundary ∂D. Both terms are represented
as series in powers of ε:

ū(x, ε) = ū0(x) + εū1(x) + . . .

Π(ξ, θ, ε) = Π0(ξ, θ) + εΠ1(ξ, θ) + . . . .

Let us expand εF̄ and Πf into series in powers of
ε using the notation:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

f̄(x) = f
(
ū0(x), x, 0

)
,

f̃(ξ, θ) = f
(
ū0(ϕ(θ), ψ(θ))

+Π0(ξ, θ), ϕ(θ), ψ(θ), 0
)

= f
(
ū0(0, θ) + Π0(ξ, θ), 0, θ, 0

)
,

and let us use similar designations for the derivatives
of these functions (either old or new coordinates can
be used to represent the boundary layer part of the
nonlinearity, whichever is more convenient for the
specifics of the problem).

2.3. Regular Part

Substituting (3) into the original problem (2) and
dividing this problem in a standard way into prob-
lems for the regular and boundary layer parts, we
obtain a sequence of problems for determining the
coefficients of the regular and boundary layer parts
of the asymptotic approximation. For ū0(x) we ob-
tain: f(ū0(x), x, 0) = 0. Taking condition (А1) into
account ū0(x) = u0(x). The first order of the reg-
ular part function is determined from the equation:
f̄u(x)ū1 = −f̄ε(x). The arbitrary order of the regular
part function is determined from equations of the
form: f̄u(x)ūk = Fk(x), where Fk(x) is a function
known at each step that depends on the coefficients
of the regular part of the asymptotic approximation of
previous orders.

2.4. Boundary Layer Part
The problem for the zero order of the boundary

layer part of the solution has the form:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂2Π0

∂ξ2

= f
(
ū0

(
ϕ(θ), ψ(θ)

)
+Π0, ϕ(θ), ψ(θ), 0

)
,

∂Π0

∂ξ

∣
∣
∣
∣
∣
ξ=0

= h(0, θ),

Π0(∞, θ) = 0.

(4)

Problem (4) is an ordinary differential equation of
the second order (θ is a parameter), which can be
analyzed on the phase plane (Π0,Π

′
0) (Fig. 1).

Point (0, 0) in the phase plane is a saddle point
of rest. Problem (4) has a solution if the line Π′

0 =
h(0, θ) intersects the separatrix directed to the point
(0, 0). An analysis of the phase plane shows that sev-
eral such solutions are possible. Below, we show that
if at ξ = 0 the value of (Π0,Π

′
0), 0 ≤ θ ≤ Θ lands in

points A,B,C,D, then, moving from them along the
separatrix to the point (0, 0), we can obtain a solution
to problem (4). Let us formulate the conditions for
selecting solutions:

(А2) Equation

±
(

2

s∫

0

f(ū0(ϕ(θ), ψ(θ))

+ σ, ϕ(θ), ψ(θ), 0))dσ

)1/2

= h(0, θ)

has a root s = s(θ) for each fixed θ such that
f(ū0(ϕ(θ), ψ(θ)) + s(θ), ϕ(θ), ψ(θ), 0)) > 0 at
s(θ) > 0 and f(ū0(ϕ(θ), ψ(θ)) + s(θ), ϕ(θ),
ψ(θ), 0)) < 0 at s(θ) < 0.

We note that the points indicated by squares in
Fig. 1 for Π0(0, θ) > 0, correspond to solutions with
a nonmonotonic boundary layer, since as the deriva-
tive Π0 moves from these points along the separa-
trix to the saddle point (0, 0), it goes over zero and
changes sign. The study of such types of solutions,
as well as solutions that correspond to the points
indicated in Fig. 1 by open circles, were not carried
out in this work.

The problem for the first order of the boundary
layer part has the form:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂2Π1

∂ξ2
− f̃u(ξ, θ)Π1 = G1(ξ, θ),

∂Π1

∂ξ

∣
∣
∣
∣
∣
ξ=0

= −∂ū0(0, θ)

∂r
,

Π1(∞, θ) = 0,

(5)
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B A

0

C D h(0, �) > 0

h(0, �) < 0

�'0

�0

Fig. 1. An example of the phase plane of the problem (4) for a fixed θ.

where

G1(ξ, θ) =
(
f̃u(ξ, θ)− f̄u(x)

)

×
(

ū1(ϕ(θ), ψ(θ)) − ξ
ψθ

√

ϕ2
θ + ϕ2

θ

∂ū0
∂x1

∣
∣
∣
(ϕ(θ),ψ(θ))

+ ξ
ϕθ

√

ϕ2
θ + ϕ2

θ

∂ū0
∂x2

∣
∣
∣
(ϕ(θ),ψ(θ))

)

− f̃x1(ξ, θ)ξ
ψθ

√

ψ2
θ + ϕ2

θ

+ f̃x2(ξ, θ)ξ
ϕθ

√

ψ2
θ + ϕ2

θ

+ f̃ε(ξ, θ)

+ f̄x1(x)ξ
ψθ

√

ψ2
θ + ϕ2

θ

− f̄(x)x2ξ
ϕθ

√

ψ2
θ + ϕ2

θ

− f̄(x)ε −
∂Π0

∂ξ

ϕθθψθ − ψθθϕθ
√

ψ2
θ + ϕ2

θ

.

The solution to this problem can be obtained ex-
plicitly:

Π1(ξ, θ) =
z(ξ, θ)

∂z

∂ξ
(0, θ)

(

− ∂ū0(0, θ)

∂r

+
1

z(0, θ)

∞∫

0

z(χ, θ)G1(χ, θ)∂χ

)

− z(ξ, θ)

∞∫

0

1

z2(η, θ)

∞∫

η

z(χ, θ)G1(χ, θ)∂χ∂η,

where z(ξ, θ) =
∂Π0

∂ξ
.

Using the proposed scheme, we can construct an
asymptotics of an arbitrary order (k):

Uk =

k∑

i=0

εi(ūi(x) + Πi(ξ)).

3. JUSTIFICATION OF THE ASYPMTOTICS
3.1. The Existence of a Solution

To prove the existence of a solution, let us use
the scheme of the asymptotic method of differential
inequalities (see, for example, [7, 18] and references
therein). For this, we construct the upper and lower
solutions of the problem (2) in the domain D̄, β(x, ε),
and α(x, ε). For convenience, let us recall the defini-
tion of these functions.

(B1): α(x, ε) ≤ β(x, ε) for x ∈ D̄.
(B2): L(β) ≤ 0 ≤ L(α) for x ∈ D.

(B3): ε
∂β

∂n

∣
∣
∣
∂D

≤ h(x) ≤ ε
∂α

∂n

∣
∣
∣
∂D

.

Let us build the upper and lower solutions as
a modification of the (n+ 1)th order of the con-
structed asymptotics:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

α(x, ε) = Un + εn+1
(
ūn+1(x)− γ

+Πn+1(ξ, θ) + Πα(ξ, θ)
)
,

β(x, ε) = Un + εn+1
(
ūn+1(x) + γ

+Πn+1(ξ, θ) + Πβ(ξ, θ)
)
.

(6)

Here γ > 0. Functions Πα(ξ, θ) and Πβ(ξ, θ) are
determined from problems similar to (5):

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂2Πα

∂ξ2
− f̃u(ξ, θ)Πα = Gα(ξ, θ),

∂Πα

∂ξ

∣
∣
∣
∣
∣
ξ=0

= −δ,

Πα(∞, θ) = 0,
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂2Πβ

∂ξ2
− f̃u(ξ, θ)Πβ = Gβ(ξ, θ),

∂Πβ

∂ξ

∣
∣
∣
∣
∣
ξ=0

= δ,

Πβ(∞, θ) = 0,

where Gα(ξ, θ) = −γ
(
f̃(ξ, θ)u − f̄(x1, x2)u

)
+Ae−κξ,

Gβ(ξ, θ) = −γ
(
f̃(ξ, θ)u − f̄(x1, x2)u

)
−Ae−κξ. It

can be shown that for the function Π0(ξ, θ) the
exponential estimate |Π0(ξ, θ)| ≤ Ce−κξ is satisfied,
where C > 0 and κ > 0. This implies the exponential
estimate of the expression

(
f̃(ξ, θ)u − f̄(x)u

)
and,

therefore, it is possible to choose such numbers A
and κ, that Gα is a positive and Gβ is a negative
exponentially decreasing function.

Functions Πα(ξ, θ) and Πβ(ξ, θ) are defined ex-
plicitly using formulas similar to the formula for
Π1(ξ, θ):

Πα(ξ, θ) =
z(ξ, θ)

∂z

∂ξ
(0, θ)

δ

+
z(ξ, θ)

∂z

∂ξ
(0, θ)

1

z(0, θ)

∞∫

0

z(χ, θ)Gα(χ, θ)dχ

− z(ξ, θ)

ξ∫

0

1

z2(η, θ)

∞∫

η

z(χ, θ)Gα(χ, θ)dχdη,

Πβ(ξ, θ) =
z(ξ, θ)

∂z

∂ξ
(0, θ)

(−δ)

+
z(ξ, θ)

∂z

∂ξ
(0, θ)

1

z(0, θ)

∞∫

0

z(χ, θ)Gβ(χ, θ)dχ

− z(ξ, θ)

ξ∫

0

1

z2(η, θ)

∞∫

η

z(χ, θ)Gβ(χ, θ)dχdη.

It is established in a standard way that exponential
estimates hold for Πα(ξ, θ) and Πβ(ξ, θ). It is also
easy to show that due to condition (А2) Πα(ξ, θ) < 0,
Πβ(ξ, θ) > 0, which ensures the order condition of the
upper and lower solutions of (В1).

Let us now check the fulfillment of condition (В2).
We substitute the expressions for the upper and lower

solutions of (6) into the original operator of the prob-
lem (2). We get:
{
Lα(x, ε) = εn+1

(
Gα + f̄u(x)γ

)
+O(εn+2),

Lβ(x, ε) = εn+1
(
Gβ − f̄u(x)γ

)
+O(εn+2).

Due to condition (А1), the positivity of Gα and
negativity of Gβ condition (В2) is fulfilled.

To check the fulfillment of condition (B3), let us
substitute (6) into the boundary operator of the prob-
lem (2)

ε
∂β

∂n

∣
∣
∣
∂D

= h(x)− εn
∂Πβ

∂ξ

∣
∣
∣
ξ=0

+O(εn+1)

= h(x)− εnδ +O(εn+1) < h(x),

ε
∂α

∂n

∣
∣
∣
∂D

= h(x)− εn
∂Πα

∂ξ

∣
∣
∣
ξ=0

+O(εn+1)

= h(x1, x2) + εnδ +O(εn+1) > h(x).

Therefore, for functions α(x, ε) and β(x, ε) all of
the conditions (В1)–(В3) are fulfilled. It follows
from the results of works on comparison theorems
(see, for example, [1]) that there exists a solution to
problem (2) for which the following inequality holds:
α(x, ε) ≤ u(x, ε) ≤ β(x1, x2, ε) at x ∈ D̄. Thus, the
following theorem has been proven.

Theorem 1. Suppose that conditions (А0)–
(А2) are fulfilled. Then for sufficiently small ε for
the function Π0(ξ, θ) chosen according to condi-
tion (А2) there exists a corresponding solution
u(x1, x2, ε) of problem (2) with a boundary layer
near ∂D, for which the function Un(x, ε) is a
uniform asymptotic approximation with accuracy
εn+1 at x ∈ D̄.

4. ASYMPTOTIC STABILITY
OF THE SOLUTION

The method of differential inequalities also makes
it possible to prove the Lyapunov asymptotic stability
of the solution (3) as a stationary solution of the
parabolic problem (1). For this, nonstationary upper
and lower solutions of problem (1) are constructed
in the form ᾱ(x, t, ε) = u(x, ε) + e−λ(ε)t

(
α(x, ε) −

u(x, ε)
)

, β̄(x, t, ε) = u(x, ε) + e−λ(ε)t
(
β(x, ε)−

u(x, ε)
)

, where λ(ε) > 0 is sufficiently small. It is
clear that ᾱ < β̄. It can be shown that Nεβ < 0
and Nεα > 0. The proof of similar inequalities is
presented, for example, in [10, 17]. In this case a
modified first order asymptotics, that is, α1(x, ε) and
β1(x, ε), can be taken as α(x, ε) and β(x, ε). Thus,
for the solutions described by Theorem 1, asymptotic
Lyapunov stability occurs with an attraction domain
of at least [α1(x, ε), β1(x, ε)].
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Theorem 2. Suppose that conditions (А0)–
(А2) are fulfilled. Then, every solution u(x, ε)
of problem (2), the existence of which is sup-
ported by Theorem 1, is asymptotically Lya-
punov stable with a stability domain of at least
[α1(x, ε), β1(x, ε)]; therefore, u(x, ε) is the only
solution to problem (2) in this area.

CONCLUSIONS

This paper considers a new type of problem with a
singularly perturbed boundary condition of the second
kind. A formal asymptotics of an arbitrary order of ac-
curacy is constructed, and conditions for the operator
of the problem are obtained, ensuring the existence
of a stable solution with a boundary layer. The exis-
tence and stability of the solution was proven using
the scheme of the asymptotic method of differential
solutions. The paper also highlights the conditions
that allow the presence of a nonmonotonic boundary
layer, which determines a possible direction for further
research in this area.
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