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Abstract—In connection with the 120th anniversary of the publication of the last volume of
A. Poincaré’s book “New Methods of Celestial Mechanics”, the following methods are consid-
ered that have arisen since then.

1. The normal form method, which allows one to study regular perturbations near a stationary solu-
tion, near a periodic solution, etc.

2. The method of truncated systems obtained with the help of Newton polyhedra, which allows the
study of singular perturbations.

3. The method of generating families of periodic solutions (regular and singular).
4. Method of generalized problems admitting bodies with negative masses.

5. Calculation of the network of families of periodic solutions as a “skeleton” of a part of the phase
space.
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1. INTRODUCTION

In connection with the 120th anniversary of the publication of the last (third) volume of A. Poincaré's
book “New Methods of Celestial Mechanics” [1], the following methods that have emerged over the past
120 years are considered here.

1. A normal form method that allows one to study regular perturbations near a stationary solution [2,
Ch. I], near a periodic solution [2, Ch. II], [3—5], near the invariant torus [2, Ch. II] and near families of
such solutions [2, Ch. VII, VIII], as well as bifurcations of periodic solutions and invariant tori.

2. The method of truncated systems obtained with the help of Newton polyhedra, which allows the
study of singular perturbations. For the theory and three applications, see [6, Ch. IV]. Other applications:
Beletskiy’s equation on satellite oscillations [7], problems of periodic flyby of the Moon and planets [8].

3. The method of generating families of periodic solutions (regular and singular). Generating families
are the limits of families of periodic solutions as the perturbing parameters tend to zero. The solutions of
the generating families consist of certain parts of the solutions to the limiting problem. If the limit problem
is integrable, then the generating families are found analytically. Applications: the restricted three-body
problem, where the limiting problem is the two-body problem and the generating families are one-param-
eter [2, Ch. I11-V], [9—11]; Hill’s problem, where the limit problem is an intermediate Henon problem
and each generating family consists of one solution [12, 13].

4. The method of generalized problems admitting bodies with negative masses [14]. Such problems
have unified complete families of periodic solutions, which facilitates their calculation. Example: Hill’s
problem [14].

5. Calculation of the network of families of periodic solutions as a “skeleton” of a part of the phase
space. Poincaré [1] wrote about the benefits of such “skeletons”. Examples: Hill’s problem [14] and a
partly restricted three-body problem [11, 15—20].

There are many more works on these methods. Here are the totals. The author and his collaborators
contributed to the development and application of these five methods. These methods are discussed below
in the order shown in Sections 2-6. A preliminary version of this work is a preprint [21], which corre-
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sponded to the sectional report of the author at the I section of the XII Congress on Mechanics (Ufa,
2019).

2. RESONANT NORMAL FORM
2.1. Autonomous System
Consider an autonomous Hamiltonian system
; oy . oy .
== L= - =1..,n 2.1)

with n degrees of freedom in the vicinity of a fixed point

£E=¢,...§,)=0, n=m,...,m,) =0. 2.2)

If the Hamilton function (€, n) is analytic at this point, then it can be expanded in a power series
YEW =D &’ (2.3)
where p = (py,...,0,), 4= (q,...,q,) € Z", p,q = 0, E" = ENEP.. E”. Since point (2.2) is fixed, expansion

(2.3) begins with quadratic terms. The linear part of system (2.1) corresponds to them. The eigenvalues of
its matrix A are split into pairs

Niw==A;, Jj=L..,n
Let A = (A,,...,A,). Canonical coordinate changes

En — xy) (2.4)

keep the system Hamiltonian.

Theorem 1 ([22, Sect. 12]). There is a canonical formal transformation (2.4) which reduces Hamiltonian
(2.3) to the normal form

gxY) = ) &X'y, (2.5)
where the series g(X,y) contains only resonance terms with
(p-a.r) =0,
and the quadratic part of g,(X,y) has its normal form (so that the matrix of the linear part of the system is the
Hamiltonian analogue of the Jordan normal form). Here (p, k) = pA + +p,\,, is the scalar product.

If A # 0, then the normal form (2.5) is equivalent to a system with fewer degrees of freedom and addi-
tional parameters. Normalizing transformation (2.4) preserves small parameters and linear automor-
phisms

en - Eq), rof
Local, i.e. passing through the point x = y = 0, families of periodic solutions of the system

9, . 0 .
za—g, yjz——g, j=1..,n
y; 0x

corresponding to Hamiltonian (2.5), satisfy the system of equations

X

aa_g =x,a, g_g =hya j=L.n,
Y X

where a is a free parameter. They correspond to local families of periodic solutions of the original system
2.1).

For the real original system (2.1), the coefficients g, of the complex normal form (2.5) satisty special
realness relations, and under the standard canonical linear change of coordinates (x,y) — (X,Y), the sys-
tem with Hamiltonian (2.5) goes over into the real system. There are several ways to calculate the coeffi-
cients g,, of the normal form (2.5). The simplest is described in the book [23] by Zhuravlev, Petrov, Shun-
deryuk. The resonant normal form of the autonomous Hamiltonian system near the stationary solution,
which takes into account only the eigenvalues of the matrix A of its linear part and without restrictions on
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this matrix 4, was introduced in [22, § 12]. Later, a slightly simpler superresonant normal form was intro-
duced, which took into account the Jordan cells of the normal form of the matrix 4 [24]. But these addi-
tional simplifications did not allow an additional decrease in the number of degrees of freedom.

The theory of a resonant normal form near a stationary solution is described in detail in Chapter I of
the book [2].

2.2. Periodic System

Letp = (u,,...,L,) be small parameters. By means of a formal canonical periodic change of coordinates
&, 1,7 — X,Y, T the periodic in # Hamilton function y(§, n, 7, ) with n degrees of freedom near the zero solu-
tion § =n =0, p =0 is reduced to the normal form

g(X7 Y. T l’-) = ngqrmXpyqur eXp(im‘C),
where p,qe Z",vre 7°, me Z, p,q,r = 0 and
(p—q. 1) +im =0.

Additional canonical transformation x; = u;exp(—iImA;1),y; =v;exp(iIlmA;1),j =1,...,n trans-
forms the normal formg(x, y, T, p) into a reduced normal form that does not depend on time [3, 4],

h(u,v,p) = Z:hpqru"vqur (2.6)
where p,qe Z",re 7°, p,q,r > 0 and

(hp—q)=0.

For n = 0, the expansion of the series / in (2.6) begins with terms of order 3. Local families of periodic
solutions of the original system correspond to local families of fixed points of the system with the reduced
normal form of the Hamilton function (2.6). These fixed points u, v, p satisfy the system of equations

Oh o Oh_  i-1..n 2.7)
; ;
which has no linear part at @ = 0.

Chapter 11 of the book [2] presents a similar theory of the resonant normal form of an autonomous
Hamiltonian system near a periodic solution. See also [3—5].

The normal form near an invariant torus and near a family of periodic solutions is described in [25,
Part I1]; [2, Ch. VII, VIII]. The normal form is useful for studying stability [26], bifurcations, integrability
[27, 28], and asymptotic behavior of solutions.

3. THE TRUNCATED SYSTEMS METHOD

If an equation (or a system of equations) contains a linear part and does not contain terms with a neg-
ative exponent, then its linear part can be taken as a first approximation, and its nonlinear part can be con-
sidered as a perturbation. But if the equation does not have a linear part or contains terms with negative
exponents, then the question arises: what should be considered as the first approximation? The answer to
it is given by the method of truncated equations, which makes it possible to write out several first approx-
imations and for each indicate the region in the space of variables and parameters where it dominates.

3. 1. Truncated Hamilton Function

Let the vectors x = (x,,...,x,), ¥ = O,---,¥,) and p = (W,,...,L;) be canonical variables and small
parameters, respectively. Let the Hamilton function be expanded in a power series

Wy, = D X'y, (3.1)
where p = (p,,..., p,), X° = x{"x," and hy,, are constant coefficients.

Each term of series (3.1) is associated with its vector exponent Q = (p,q,r) € R***. The set S of all
points Q with 4, # 0 in the sum (3.1) is called the support S = S(#) of the sum (3.1). The convex hull
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I'(S) = I'(h) of the support S is called the Newton polytope of the sum (3.1). Its boundary consists of ver-
tices F(jo), edges l“(jl) and faces F(jd) of dimensions d: 1 < d < 2n+ s — 1. The intersection S N F(jd) = S(jd) is
called the boundary subset of the set S. Each generalized face Fi-d) (including vertices and edges) corre-

sponds to:
— normal cone

U ={P:(P,0") =(P,Q") < (P,Q"), where 0',0" € S}",0" e S\S{"}

, conjugate to the space R*"";

n+s

in the space {P} = R’
— truncated sum

B =3 heX'y'n" by Q=(qneS
It is the first approximation to the sum (2.6) when

(loglx..., log x|, log |y} ..., log[y,} log|w} ..., log|u,[) — oo

along US.‘”. Thus, using truncated Hamiltonian functions, we can find approximate problems.

3.2. Limited Task of Three Bodies

Let two bodies P, and P, with masses 1 — L and [ respectively, revolve around their common center of
mass with a period of 2rt. The plane circular restricted three-body problem is to study the plane motion of
a body P; of infinitesimal mass under the action of the Newtonian attraction of bodies P, and P,. In a
rotating (synodic) coordinate system, the problem is described by a Hamiltonian system with two degrees
of freedom and one parameter | [29]. The Hamilton function has the form [2]

def 1 1-
=—(J’12+Y22)+X2J’1_x1J’2_ > Hz_ Mz >
2 \/Xl + X \/(Xl - +x

Herebody P, = {x,y : x;, = x, =0} and body P, = {x,y : x; =1, x, = 0}, where x = (x;,x,), ¥y = (01, )»)-
Consider small values of the mass ratio L = 0. For i = 0 the problem becomes the problem of two bodies
P, and P;. But here it is necessary to remove from the phase space the points corresponding to the colli-

sions of bodies P, and P;. Collision points split the solutions of the problem of two bodies P, and P; into
parts. For small L > 0 near the body P, there is a singular perturbation of the case L = 0.

In order to find all the first approximations of the restricted three-body problem, it is necessary to
introduce local coordinates

h

+ X, (3.2)

Ci=x—-1L &=x M=y Mm=p-I
near the body P, and expand the Hamiltonian function in a power series in these coordinates. After

expanding 1/+/(§, + )’ + §§ in a Maclaurin series, Hamilton’s function (3.2) takes the form

def
h+§—2u = %(nf +M3) +Em —Em, — & +%§§

+IEE)+ u{&% S f@,&b},

where fis a convergent power series that does not contain terms of order less than three. Let

(3.3)

p=ord +ord§,, ¢=ordn, +ordn, r=ord
The set S of these points (p, g, ¥) consists of the points
0,2,0), (@1,L0), (200), (k00), (201, (L0, (0,1,
where k = 3,4,5,... The convex hull of the set S is the polytope I' = R’. Surface 9T of the polytope I con-

sists of faces F;z), edges l“(jl) and VeI’tiCCSF(jO). To each such element l“(jd) there corresponds a truncated
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Fig. 1.

Hamiltonian ﬁ}d) , Which is the sum of those terms of series (3.3) whose points (p, g, ) belong to l“(jd). Trun-

cated Hamiltonian functions 4" are different first approximations of function (3.3) valid in different

regions of the space (§,,&,,m;,M,, ). Figure 1 depicts a polyhedron I for series (3.3) in p, g, r, coordinates,
which is a semi-infinite trihedral prism with an oblique base. It has four faces and six edges. Let’s consider
them.

The face I' 52), which is the oblique base of the prism I', contains the vertices
0,2,0), (2,0,0), (-1,0,1) and point (1,1,0)e S.

It corresponds to the truncated Hamilton function

(2) = ‘('ﬂl +M) + En—&m - &1 +- &2 (3.4)
E..l g
It describes Hill’s problem [30], which is non-integrable. Power transformation
g_,[ = éi“iln, ﬁ,’ = TL-M?”}, i = 1’2 (35)

reduces the corresponding Hamiltonian system to the Hamiltonian system with the Hamiltonian function
of the form (3.4), where £,,1,, L must be replaced by E[,ﬁi,l, respectively.

Face l“(f) contains points
(0,2,0),(1,1,0),(2,0,0) and (£,0,0) = S.

It corresponds to the truncated Hamiltonian function };2(2) , which is obtained from the function #at p =
0. It describes the problem of two bodies P, and P;, which is integrable.

Consider the edges. Of the six edges, one is improper. It passes through the point (0, 2, 0) parallel to
the vector (1, 0, 0). On three edges, g = 0, that is, for them the truncated Hamiltonian functions do not

depend on m,;,M,, and the solutions of the corresponding truncated Hamiltonian systems have &, &, =
const, which is not interesting. Two edges remain.

Edge F}l). It contains the points (0, 2, 0) and (—1, 0, 1) of the set S. The corresponding truncated Ham-
ilton function is

O u

= —(Th +1) - =——. (3.6)
Ve +E

It describes the problem of two bodies P, and P;. Power transformation (3.5) transforms it into a Ham-

ilton system with a Hamilton function of the form (3.6), where &, 1, W is replaced by E,., fi;, 1, respec-
tively.
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The edge F(Zl) contains points (2, 2, 0) (1, 1, 0) (0, 2, 0) of the set S. It corresponds to the truncated
Hamilton function (3.4) with u = 0. It describes an intermediate problem (between the Hill problem and

the problem of two bodies P, and P;), which is integrable. This first approximation was introduced by
Henon [31].

So, very close to the body P, the first approximation of the original restricted problem with the Ham-
iltonian function (3.3) is the problem of two bodies P, and P; with Hamiltonian (3.6), just close is the Hill
problem with Hamiltonian (3.4), further from the body P, is the intermediate problem, and far from the

body P, is the problem of two bodies P, and P;. Near the body P, the periodic solutions of the bounded
problem are perturbations of both periodic solutions of all the above four first approximations and the

results of gluing the hyperbolic orbits of the two-body problem P,, P; with segment solutions of either the
two-body problem P,, P;, or an intermediate problem. In [32—36], periodic solutions of the intermediate
problem were used as generators for finding periodic quasi-satellite orbits of the restricted problem.

3.3. Shortened systems. Consider now the collection of polynomials

A Y, W), [ (XY, ). (3.7)

2n+s

Each f;(x,y,p) has its own support S; < R™"" and all accompanying objects: Newton’s polytope I';,
its generalized faces F(l.‘,if_), their normal cones U(ji’_), boundary sets S;‘,i’_), truncated polynomials fj .(,j_f) .

Moreover, for every non-empty intersection
d, d dyy
UL nUR AUy (3.8)
there corresponds a set of shortenings
2d) pdy) 2(dy,
Tl B s I (3.9)
which is the first approximation of the set (3.7), for
(log|xl, logly}, log|p|) —

near the intersection (3.8) and is called the shortening of the set (3.7).
Consider now the system of equations

=0 j=1..,m (3.10)

corresponding to the set (3.7). System (3.10) corresponds to all the objects indicated for the set (3.7), as
well as the truncated systems of equations

fj‘,if) =0, j=1l..,m (3.11)
each of which corresponds to one set of truncations (3.9). Each truncated system (3.11) is the first approx-
imation of the complete system (3.10).

3.4. Periodic Solutions of Hamilton’s Periodic System

As shown in Section 2.2, the search for local families of periodic solutions of the periodic Hamiltonian
system is reduced to the search for local families of fixed points u, v, p of the system with the reduced nor-
mal form (2.6) of the Hamiltonian function, i.e., solution points of system (2.7).

To solve this system, it is necessary to consider the truncated systems and find their solutions, which
will give the first approximations to the solutions of the system (2.7). For an example of such calculations,
see [4]. Generally speaking, one periodic solution of the original system corresponds to several fixed
points u, v, u, that is, solutions of system (2.7).

Other applications of this method: the Beletskii equation of satellite oscillations [7] and the problem of
periodic flyby of planets with a close approach to the Earth [8].

4. GENERATING FAMILIES OF PERIODIC SOLUTIONS
As soon as electronic computers appeared, they began to calculate families of periodic solutions of the

restricted three-body problem for different cases: Sun—Jupiter, (UL = 10_3), Earth—Moon (U = 10_2) etc. It
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turned out that these families are very similar, and their periodic solutions resemble solutions to the two-
body problem. In 1968, Henon [37] realized that it was necessary to consider the limits of these families
foru — 0.

4.1. Method

Let the Hamilton function H (1) depend analytically on small parameters p = (W,,...,L,) and the cor-
responding Hamiltonian system has families of periodic solutions & (). Some of these families may have

limits % ;(0) at p — 0. Families % ;(0) are called generators. Their solutions are formed by parts of solu-
tions of the Hamilton limit system with p = 0.

If this limit system is integrable, then the generating families can be described analytically. This
approach was proposed by Henon [37]. It was used for the Hill problem and for the restricted three-body
problem [2, Ch. I1I-V], [9, 10].

4.2. Hill’s Problem
Its Hamilton function has the form

1

1,2 2 2, g2
H —5(111 +1n)+Em —Em, - & +5§2 _m 4.1)

Corresponding system
: oH . oH .
g':_’ n,=—=¢ > .]:1,2
J anj_ J agj
describes the motion of the Moon (P5;) with zero mass under the influence of the attraction of the Sun
(P)), located at infinity, and the Earth (P,) with mass 1, located at the origin of coordinates. Hamilton
function (4.1) is analytic in

gne R\E =& =0}
‘We do the canonical coordinate transformation
E,=¢eX;,, m;=¢Y, j=12,

and we get the Hamilton system

. oh . oh .
= T P TS :1723 42
X; Y7 Y, o, J 4.2)
where
1,2 2 2,1 2 1
h==-F+r)+ XY, - XY, - X +-X;, - ————.
2 2 EVX] + X5

Let &€ = \2|H|and H — —oo. Then, in the limit, we obtain system (4.2) with

h= =07+ B KH =X = XX
This is an intermediate task [31]. For hO system (4.2) is linear and, therefore, integrable. Since the
Hamiltonian h0 is homogeneous, it suffices to consider it for /4 = 1/2. It has one regular periodic solution

X () =cost, X,()=-2sint
If the orbit (X,(¥), X,(¢)) of the solution to the Henon problem passes through the point
X, =X,=0, 4.3)

then the body P; collides with the body P, and the solution cannot be continued through the collision.
Therefore, point (4.3) divides the solution into independent parts. Henon [31] found all the segment solu-
tions that start and end with such collisions. They form a countable set of two types. The segment solutions
of the first type are denoted by the symbols £/, j € N, and their orbits are epicycloids. For j = +1,+2,+3
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they are shown in Fig. 2. The orbits of segment solutions with negative j values are symmetric to them

about the X, axis.

The segment solutions of the second type are denoted by the letters i and e, their orbits are ellipses pass-
ing through the point (4.3). They are shown in Fig. 3.

Theorem 2. ([12]). A sequence of segment solutions that does not contain two successively identical segment
solutions of the second type is a generating solution for Hill’s problem.
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Here the generating family of periodic solutions consists of one solution. All known families of periodic
solutions to Hill’s problem include at least one generating solution.

In the restricted three-body problem, there is a countable set of one-parameter generating families.
Some of them are quite complex.

5. GENERALIZED PROBLEMS

Usually in celestial mechanics bodies with non-negative masses are considered. But Batkhin [14] pro-
posed to consider problems where some masses are negative. In the Hill problem with body mass equal
to —1 (called the anti-Hill problem), families of periodic solutions are extensions of families of periodic
solutions to the usual Hill problem. Therefore, it is more convenient to calculate families of periodic solu-
tions for both problems at once: Hill and anti-Hill. This approach provides new families of periodic solu-
tions for the usual Hill problem.

Figure 4 shows a diagram of the relationships between these families of Hill (left) and anti-Hill (right)
problems. The center column gives the generative solutions for these families.

6. SKELETONS

In some parts of the phase space of the Hamilton system, there are many families of periodic solutions,
and they form the “skeleton” of this part of the phase space. Therefore, the calculation of such families is
very useful for studying the structure of the phase space. Batkhin [38] noted that in a system with a finite
symmetry group, most of these families consist of periodic solutions that are invariant under all symme-
tries of this group.

In different problems, there are many computed families of periodic solutions, but their number is not
yet sufficient to form a skeleton. For recent results in this direction for the restricted three-body problem,
see [11, 15—20, 39—41]. For Hill’s problem, see [12—14, 31, 42—47].

7. CONCLUSIONS

All 5 methods are new not only in celestial mechanics, but also in Hamiltonian mechanics. Moreover,
methods 1 and 2 are new in nonlinear analysis, and classical analysis can be considered as quasilinear,
since all equations in it have linear parts. An example of the application of an essentially nonlinear analysis
is the problem of a boundary layer on a needle [48].
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