jon and Math

ISSN 0005-1055, Automatic Doc

ical Linguistics, 2024, Vol. 58, No. 3, pp. 208—211. © Allerton Press, Inc., 2024.

Russian Text © The Author(s), 2024, published in Nauchno- Tekhnicheskaya Informatsiya, Seriya 2: Informatsionnye Protsessy i Sistemy, 2024, No. 6, pp. 21—24.

INTELLIGENT SYSTEMS

Analysis of Detection of Empirical Regularity in Problems
with a Similarity Operation Corresponding to Global Similarity
S. M. Gusakova*

Federal Research Center “Computer Science and Control,” Russian Academy of Sicences, Moscow, Russia
*e-mail: svem45@yandex.ru
Received April 17, 2024

Abstract—This article discusses problems using the similarity operation corresponding to global similarity.
Differences are noted in the carrying out of JSM-reasoning and JSM-research when solving problems using
the similarity operation, corresponding to local and global similarity.
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INTRODUCTION

The JSM method, which formalizes the methods
of John Stuart Mill, contains two parts: JSM-reason-
ing and JSM-research. JSM -reasoning exhibits a syn-
thesis of the following cognitive procedures: induc-
tion, with the help of which hypotheses are generated
concerning the reasons for the manifestation of an
effect or property in objects; analogy, which allows the
properties an object to be determined if this is not
already known; and abduction, which makes it possi-
ble to understand whether the hypotheses are based
sufficient ground. In JSM-reasoning, hypotheses
express empirical dependencies, such as causal, as
with subobject V, the reason for the presence of the
property W, written in the form J; (V= ,W), where
Vis the body of the hypothesis, and additional defini-
tions obtain, such as object X has a set of properties Y,
Jo.m(X = 1Y), truth value 6 = {+1, -1, 0, 1}, and n
represents number of the JSM-reasoning step. If the
resulting hypotheses explain almost all examples of the
factual basis (FB; to clarify the word almost, a thresh-
old is introduced), then they are accepted to have suf-
ficient grounds [1].

JSM-research is conducted to determine out
whether the empirical dependencies obtained in the
process of JSM-reasoning form empirical regularities.
For this, a series of extensions to the FB are per-
formed. Dependencies that retain their truth value
under these extensions are declared preregularities.
Then, the sequence of expansions of the FB changes,
and if, with all possible methods of expansion, the
resulting preregularity is preserved, it is declared a reg-
ularity [2].

It should be noted that, in formulating the similar-
ity method, Mill argued that the general circumstance
with respect to cases of a phenomenon under study

agree is the cause (or effect) of this phenomenon [3].
Therefore, the formalization of the methods of Mill
assumes the introduction of the operation of similarity
(rather than relation) on a set of objects. The result of
this operation forms a tentative hypothesis concerning
the cause of the phenomenon or effect that is being
studied. To be able to define a mathematically correct
similarity operation on a set of objects, it is necessary
to be able to structure these objects accordingly.

In accordance with the formulation of Mill’s simi-
larity method, the operation that reveals a common
substructure in objects is usually taken to be a similar-
ity operation, i.e., analogous to the intersection oper-
ation. Accordingly, the theoretical justification of
JSM-reasoning and JSM-research was performed for
cases of the use of the similarity operation as an oper-
ation of an intersection of sets.

SIMILARITY OPERATION CORRESPONDING
TO GLOBAL SIMILARITY

There are problems in which the manifestation of a
property in objects is explained not by the general
characteristics of the objects that have this property
but by the entire set of characteristics of these objects.
In these problems, the result of the similarity opera-
tion must be defined as a complete set of attributes of
all objects that have a given property. This operation is
analogous to the union operation. For this operation,
all of the properties of the similarity operation are sat-
isfied: idempotency, commutativity, associativity, and
the presence of zero.

These two operations correspond to two types of
similarities: local and global. To determine these two
types of similarity, let us turn to the description of the
JSM system FB.
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The FB contains objects, properties (effects), and
the relation that an object has many properties
(exhibits many effects), which is written in the form
J. (X = ). The FB includes examples that are
positive (¢ = +1), negative (¢ = —1), contradictory
(6 =0), and uncertain (¢ = 7).

Thus, there are many object names in the FB N,
many signs .S, many properties P, and mapping vari-
ables ¢ from N to S'and y from Nto P.

The mapping variable ¢ generates local similarity A
n,-knj = 0 (n;) N ¢ (n) # D. This similarity is reflexive
and symmetrical, therefore, it is a relation of toler-
ance. It can be binary or n-ary. The similarity opera-
tion IT corresponding to this similarity is an analogue
of the intersection of sets.

The mapping variable y generates the global simi-
larity v: Y {n,... n,} = I p (W '(p) = {n,...n}), p € P.
The global similarity is not a relation, as it has variable
arity. The global similarity corresponds to the similar-

ity operation [ [ {nl ... nk} = ¢ (n) U .. U ¢ (ny),
analogous to the union operation. For this operation,
just like for the operation I, the properties of the simi-
larity operation are satisfied: idempotency, commuta-
tivity, associativity, and the presence of zero. Only the
role of zero in this case is played by the universal set.

It should be noted that where objects are structured
as sets, the operations that correspond to local and
global similarity coincide with the operations of inter-
section and union of sets. In other cases this may be an
analogue of these operations. For example, for objects
represented by graphs, the common part of two objects
corresponding to local similarity is defined as an
induced subgraph on closed vertices where these
objects have isomorphic clique graphs [4].

The class of problems in which the operation cor-
responds to global similarity is used includes attribu-
tion and identification problems. These tasks occur in
the humanitarian sphere. The definition of these tasks
can be formulated by associating an object with its cor-
responding attributes, such as the author, time or
place of creation, membership in a group of docu-
ments, and others. Using this operation, the problems
of dating birch bark letters [5], identifying the author
of short notes [6], predicting the outcomes of neuro-
surgical operations [7], and categorizing text docu-
ments in natural language [8] could be solved. Thus,
the Mill’s basic principle “similarity of structures of
objects entails the similarity of their properties,”
which forms the basis of the similarity predicate of the
JSM method, takes on a new meaning in these tasks.
However, this does not indicate the impossibility of
using the JSM method in these problems and does not
contradict the concept of the JSM method.

A variant of the JSM method, using the similarity
operation corresponding to global similarity, is called
a modified version of the JSM method. This differs
somewhat from the classic version using an analogue

AUTOMATIC DOCUMENTATION AND MATHEMATICAL LINGUISTICS

209

of the intersection operation at the levels of both JSM-
reasoning and JSM-research.

When using JSM-reasoning using the similarity
operation corresponding to global similarity, only
one cause is possible for each property. Therefore, in
this variant, the JSM method with a unique cause is
always used.

In problems that use the similarity operation corre-
sponding to local similarity, when reasoning by anal-
ogy, the body of the hypothesis obtained by induction
is embedded in the tested object. In problems that
adopt the similarity operation corresponding to global
similarity, the tested object is embedded in the body of
the hypothesis.

The positive example of an object Ob with proper-
ties (w;, w,) in attribution tasks is understood as that
object Ob has properties w; or w,. For this case, it is
necessary to introduce a new truth value ¢ = %. The
presence of two attributes in one object only means
that it is not possible to make a more accurate attribu-
tion; however, in reality the object has one attribute,
while in problems with the first type of similarity oper-
ation, such an example is understood as object Ob has
properties w; and w;.

The body of causal hypotheses is not a subobject,
but a superobject.

All causal hypotheses are obtained on sufficient
grounds, because each object from examples of the
form Ji,, ,(X = p) is embedded in the body of the
hypothesis J; ,,(V = p).

JSM-RESEARCH FOR PROBLEMS
WITH SIMILARITY OPERATION
CORRESPONDING TO GLOBAL SIMILARITY

Suppose that, as a result of JSM-reasoning in a
problem using an operation corresponding to global
similarity, empirical dependencies of the form are
obtained such that superobject V is the cause of the
property p; (in fact, in attribution tasks it would be
more correct to say that superobject V characterizes
the property p;) and that to object with test X property
is attributed p,, To make sure that these empirical
dependencies are empirical regularities, it is necessary
to conduct a JSM study, i.e., trace the truth values of
these dependencies in a sequence of expanding FBs.

However, when conducting JSM-research, it is
necessary to consider that a domain model with a sim-
ilarity operation corresponding to global similarity
must be finely tuned to a specific task, as tasks using
such an operation have different nuances.

In the modified version of the JSM method for
each property p, there may be two kinds of negative
examples. The first grade refers to positive examples of
the species J(y; o) (Q,= \p'), writtenas J_; o) (O, = p).
The second type refers to examples of the same type
but with such objects Q; about which it is only known
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that they do not have property p; however, what prop-
erties they do have is unknown, and these may be dif-
ferent properties. Ifin the process of JSM-reasoning in
the presence of a positive hypothesis J,, o, (V= p)
from the negative examples of the first grade, a nega-
tive hypothesis is obtained J_, , (V"= ,p); this means
that the set of features that characterize the property p
is not sufficient to differentiate it from the property p'.
If the features of a subset of features from the set char-
acterizing the property p occur in sets for other prop-
erties so that together they form this entire set, then
the body of a negative hypothesis obtained from sec-
ond-class negative examples may coincide with the
body of a positive hypothesis J;, o, (V' = p). This
indicates that in the set of features from the superob-
ject V, there are no specific signs of a property p signs.
If, in the process of expanding the FB, a positive
hypothesis changes the truth value from +1 to 0, this
means not only that the empirical dependence that is
generated by this hypothesis is not a pattern but also
that the data presentation language needs to be
refined; it must be understood from the examples of
what type of negative hypothesis is obtained.

Where the tested object cannot always be embed-
ded in the body of the hypothesis, heuristics are used
that replace the embedding with the maximum of
intersection with the addition of the Tanimoto coeffi-
cient, as, for example, in the problem of determining
the author of short notes [6], assigning this object to
different properties does not entail a contradiction,
and the truth value is ¢ = }. This indicates an incom-
plete description of the tested object.

These nuances must be taken into account in JSM-
research.

If in an FB, for all properties from the set P, the
bodies of positive hypotheses do not intersect, all neg-
ative hypotheses are only of the first grade, and with
the sequential addition of new examples, this property
is preserved, then for any property p global similarity
{n,...n;} =y~ '(p) in the FB; database becomes y~'(p) =
{ny, ..., iy, ng 1y, ... n,} in FB; | database. Although
the content of the hypothesis changes, its truth value
does not change. This situation can be described as
follows: y!(p) is the cause of the manifestation of the
property p. In fact, in the process of extensions, this
dependence is refined. It is clear that the tested
objects, which are a property in FB,,, to which p was
attributed, the same property will be assigned in
extended bases of facts. Changing the truth value for
the empirical dependence the property p; is assigned to
the tested object X. When expanding the FB, if FB;
appears in the process of JSM-reasoning, an object X
is not further defined, as it is not embedded in any
hypothesis, but when the hypotheses were expanded,
the nesting occurred. Then, the truth value of this
dependence changes from T to +1. In the considered
version of the extensions, each causal empirical
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dependence forms a regularity. Regarding for the
dependencies associated with extension, even if the
truth value changes from T to +1 during the final
expansion, we can say that this is an empirical law, as
this truth value will not change again. If, as the FB is
gradually expanded, adding objects does not expand
the superobject V from hypothesis J,; o, (V = p),
then this indicates the completeness of the set of fea-
tures characterizing the property p.

If the condition for the intersection of sets of attri-
butes of different hypotheses to be non-empty does
not hold, then it may happen that when moving from
the FB, to FB, , | examples are added J ;| o, (X= p)
and J,, o) (X = ,p,) such that some of the features of
the superobject ¥, = y~!(p,) received in FB,, is also
included in the superobject V, = y~!(p,). If the object
X' from hypothesis J; ¢, (X' = p)), received in FB,,
coincides with a subset of features common to V; and
V, oris contained in this subset, then when working with
FB, , X’ will invest not only in ¥}, but also in V5. In this
case, for FB,,,, instead of addiction J,; ¢, (X' = 1p),
the dependency J 1, o, (X" = \p1, p,) Will appear.

If, in this situation, a negative hypothesis appears at
the next expansion J_, ) (V= ,p;) and V=V, then the
hypothesis J(1 o) (V; = ;) becomes J, o, (V) = ).
In essence, this means that the set of features charac-
terizing the property p,, is either incomplete or fea-
tures that are not adequate for this property were cho-
sen for the description. Because the object X" is invested
in Vyand in V), and for V, J ;1 o) (V; = ,p,) occurs, then
itislogical to assume that the dependence J ., o) (X' =
1P1> py) Will change to J, o, (X" = p,). This does not
coincide with the analogical inference rule for the
variant of the JSM method with the similarity opera-
tion corresponding to local similarity.

CONCLUSIONS

The JSM method of automated research support is
not a method in the literal sense of the word but a
whole set of methods and heuristics that are united by
a common ideology. Moreover, this set is open, which
allows new methods and heuristics to be added,
thereby creating new variants of the JSM method. The
refinement of methods and heuristics is determined by
the adjustment to the subject area and the problem
being solved in the particular area. Thus, the develop-
ment of JSM systems requires the participation of a
subject matter specialist.

The JSM method, originating as a formalization of
the inductive methods of John Stuart Mill, has out-
grown this framework and treats similarity as a math-
ematical operation that essentially reflects the content
of the problem being solved. This makes it possible to
solve problems that use a similarity operation corre-
sponding to both local and global similarity. At the
same time, both in JSM-reasoning and in JSM-
Vol. 58
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research, similar situations in these different versions
of the JSM method can be interpreted differently. The
main thing is that they meet the axioms of the subject
area and the features of the problem being solved.
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