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Abstract. We propose a modification of the golden ratio algorithm for solving pseu-
domonotone equilibrium problems with a Lipschitz-type condition in Hilbert spaces. A new
non-monotone stepsize rule is used in the method. Without such an additional condition,
the theorem of weak convergence is proved. Furthermore, with strongly pseudomonotone
condition, the R-linear convergence rate of the method is established. The results obtained
are applied to a variational inequality problem, and the convergence rate of the problem
under the condition of error bound is considered. Finally, numerical experiments on sev-
eral specific problems and comparison with other algorithms show the superiority of the
algorithm.
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1. Introduction

Let C be a nonempty, closed and convex subset of a real Hilbert space H and
f : H × H → R be a bifunction with f(x, x) = 0 for all x ∈ C, 〈·, ·〉 and ‖·‖ be
the inner product and the norm in H, respectively. The equilibrium problem (EP)
(see [24], [3]) for the bifunction f on C is to find x∗ ∈ C such that

(1.1) f(x∗, y) > 0 ∀ y ∈ C
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which is also known as the Fan inequality [6]. We denote the solution set of equi-

librium problem (1.1) by EP(f). Problem (EP) serves as a general mathemati-

cal model which unifies numerous known models in a simple form, such as opti-

mization problems, variational inequalities, fixed-point problems, Nash equilibrium

problems, and many other models [2], [4], [5], [20]. Thanks to the importance of

the equilibrium problem and its applications both in theoretical and applied sci-

ences, many authors have extensively investigated it in recent years (see, for ex-

ample, [4], [23], [27], [19], [7], [21], [28], [17], [12], [8], [9], [11], [10], [29]). One

of the most popular methods is the proximal point method [23], [27], [19], but it

is not feasible to solve the pseudomonotone equilibrium problem. Another method

is the proximal-like method (the extragradient method) [7]. With the aid of the

idea of Korpelevich extragradient method [21], this method was extended by Tran

et al. [28]:

(1.2)















x0 ∈ C, yn = argmin
{

λf(xn, y) +
1

2
‖xn − y‖2, y ∈ C

}

,

xn+1 = argmin
{

λf(yn, y) +
1

2
‖xn − y‖2, y ∈ C

}

,

where λ is a suitable parameter. It is shown that the sequence {xn} generated
by (1.2) converges to the solution of the equilibrium problem under appropriate

assumptions. In each iteration, it is necessary to calculate two strongly convex pro-

gramming problems of the algorithm. However, the evaluation of the subprograms

involved in the algorithm may be expensive in the case where the bifunction and/or

the feasible set have complicated structures. There is a vast literature concerning

the study and improvement of this algorithm (to name but a few, we address the

reader to [17], [12], [8], [9], [11], [10], [29]).

Based on the seminal work of Malitsky in the variational inequality [22], Vinh

has proposed a new iterative algorithm to solve pseudomonotone equilibrium prob-

lems in real Hilbert spaces; please refer to [29], Algorithm 3.1 for more details.

The weak convergence of the algorithm is established under suitable conditions.

The algorithm only calculates one strongly convex programming problem for each

iteration. It needs to know the Lipschitz-type constants of bifunctions in the

equilibrium problem, although these constants are usually unknown or difficult

to estimate. In order to overcome this drawback, Vinh [29], Algorithm 4.1 de-

signed another algorithm, which uses a non-summable variable step sequence.

Under these new rules, Vinh established the strong convergence theorem of his

algorithm.

Very recently, Yang and Liu [30] introduced a new gradient method under the

assumptions that equilibrium bifunctions are pseudomonotone and satisfy a certain
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Lipschitz-type condition. The form is as follows:

(1.3)



















xn = (1− δ)yn + δxn−1,

yn+1 = proxλnf(yn,·)(xn),

λn+1 = min
{

λn,
αµθ(‖yn−1 − yn‖2 + ‖yn − yn+1‖2)

4δ[f(yn−1, yn+1)− f(yn−1, yn)− f(yn, yn+1)]+

}

.

It is easy to see that this method uses a new stepsize and does not require the

knowledge of the Lipschitz-type constants of the bifunction. Under suitable condi-

tions, Yang and Liu established the weak and strong convergence of the iterative

sequence generated by the algorithm (1.3) without its rate of convergence. Inspired

by Yang and Liu [30], on the basis of reducing parameters and dependence on the

initial stepsize, this paper proposes a modified golden ratio method to solve the

equilibrium problem (1.1) in which a non-monotone stepsize strategy is specifically

selected. In addition, the convergence theorem and convergence rate of this method

are established.

The remainder of this paper is organized as follows. In Section 2, we present

some definitions and preliminaries which will be needed throughout the paper.

In Section 3, we put forward our algorithm and establish the convergence the-

orem and R-linear convergence rate of the algorithm. In Section 4, the pro-

posed algorithm is applied to variational inequality problems. In Section 5,

several numerical experiments are reported to show the behavior of the new

algorithm.

2. Preliminaries

We now provide some basic concepts, definitions and lemmas that will be used in

later proofs.

Definition 2.1. A bifunction f : C × C → R is labeled as:

(i) strongly monotone on C if there exists a constant γ > 0 such that f(x, y) +

f(y, x) 6 −γ‖x− y‖2 for all x, y ∈ C;

(ii) monotone on C, if f(x, y) + f(y, x) 6 0 for all x, y ∈ C;

(iii) pseudomonotone on C, if f(x, y) > 0 ⇒ f(y, x) 6 0 for all x, y ∈ C;

(iv) strongly pseudomonotone on C, if f(x, y) > 0 ⇒ f(y, x) 6 −γ‖x− y‖2 for all
x, y ∈ C, where γ > 0.

From the above definitions, it is easy to see that (i) ⇒ (ii) ⇒ (iii) and (i) ⇒ (iv)
⇒ (iii). We say that a bifunction f : C × C → R satisfies Lipschitz-type condition

on C if there exist constants c1 > 0 and c1 > 0, such that f(x, y) + f(y, z) >

f(x, z)− c1‖x− y‖2 − c2‖y − z‖2 for all x, y, z ∈ C.
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Definition 2.2. A mapping g : C → R is called subdifferentiable at x ∈ C if

there exists a vector w ∈ H such that g(y)− g(x) > 〈w, y − x〉 for all y ∈ C.

For a proper, convex and lower semicontinuous function g : C → R and λ > 0, the

proximal mapping of g associated with λ is defined by

(2.1) proxλg(x) = argmin
{

λg(y) +
1

2
‖x− y‖2 : y ∈ C

}

, x ∈ H.

The following lemma gives an important property of the proximal mapping.

Lemma 2.1 ([1]). For all x ∈ H, y ∈ C and λ > 0, the following inequality holds:

(2.2) λ{g(y)− g(proxλg(x))} > 〈x− proxλg(x), y − proxλg(x)〉.

R em a r k 2.1. From Lemma 2.1, we note that if x = proxλg(x), then

x = argmin{g(y) : y ∈ C} :=
{

x ∈ C : g(x) = min
y∈C

g(y)
}

.

Lemma 2.2. Let δ ∈ R and u, v ∈ H. Then

(2.3) ‖(1− δ)u+ δv‖ = (1− δ)‖u‖2 + δ‖v‖2 − δ(1− δ)‖u− v‖.

Lemma 2.3 (Peter-Paul inequality). If a, b ∈ R and ε > 0, then

(2.4) 2ab 6
a2

ε
+ εb2.

Lemma 2.4 (Opial). Let {xn} be a sequence in H such that xn ⇀ x. Then,

(2.5) lim inf
n→∞

‖xn − x‖ < lim inf
n→∞

‖xn − y‖ ∀ y 6= x.

Lemma 2.5. Let {an}, {bn} be two non-negative real sequences such that there
exists N > 0 for all n > N , an+1 6 an − bn. Then {an} is bounded and lim

n→∞

bn = 0.

The following identity (cosine rule) appears several times and we will use it to

simplify our convergence analysis. For all x, y, z ∈ H,

(2.6) 2〈x− y, x− z〉 = ‖x− y‖2 + ‖x− z‖2 − ‖y − z‖2.
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3. Main part

In this section, with the help of a non-monotone stepsize strategy, which is mainly

due to Yang and Liu [30], we propose an iterative algorithm for the equilibrium prob-

lem (1.1) in real Hilbert spaces. In what follows we always assume that EP(f) 6= ∅,
and we add the following condition:

(A1) f is pseudomonotone on C;

(A1′) f is strongly pseudomonotone on C;

(A2) f satisfies Lipschitz-type condition on C;

(A3) f(x, ·) is convex and subdifferentiable on C for each fixed x ∈ H;
(A4) lim sup

n→∞

f(xn, y) 6 f(x, y) for all y ∈ C for every sequence {xn} which converges
weakly to x;

R em a r k 3.1. It is noteworthy that the strong pseudomonotonicity assumption

of the bifunction f implies that problem (EP) has a unique solution (see, e.g., [25],

Proposition 1).

For the equilibrium problem (1.1), this paper designs the following algorithm:

A l g o r i t hm 3.1.

Step 0. Choose λ0 = λ1 > 0, x0, y0, y1 ∈ C, µ ∈ (0, 1), θ ∈ (1/(2− µ), 1). Choose

a non-negative real sequence {pn} such that
∞
∑

n=0
pn < ∞.

Step 1. Given the current iterates xn−1, yn−1, yn, compute

δn = min

{

1

2

√

1 + 4θ
λn

λn−1
− 1, 1

}

, xn = (1− δn)yn + δnxn−1,

yn+1 = argmin
{

λnf(yn, y) +
1

2
‖xn − y‖2, y ∈ C

}

= proxλnf(yn,·)(xn).

If yn+1 = xn = yn, then stop: xn is a solution. Otherwise, go to Step 2.

Step 2. Compute

λn+1 =



















min
{ µ(‖yn − yn−1‖2 + ‖yn+1 − yn‖2)
4δn(f(yn−1, yn+1)− f(yn−1, yn)− f(yn, yn+1))

, λn + pn

}

if f(yn−1, yn+1)− f(yn−1, yn)− f(yn, yn+1) > 0,

λn + pn otherwise.

Set n := n+ 1 and return to Step 1.

Lemma 3.1. Let {λn} be the sequence of steps generated by Algorithm 3.1. Then

lim
n→∞

λn = λ and min{ 1
4µ/max{c1, c2}, λ0} 6 λ 6 λ0 + P, where P =

∞
∑

n=0
pn.
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P r o o f. First, we prove that the sequence {λn} generated by Algorithm 3.1 is
bounded. Since f satisfies the Lipschitz-type condition with constants c1 and c2, in

the case of f(yn−1, yn+1)− f(yn−1, yn)− f(yn, yn+1) > 0, we have

µ(‖yn − yn−1‖2 + ‖yn+1 − yn‖2)
4δn(f(yn−1, yn+1)− f(yn−1, yn)− f(yn, yn+1))

>
µ(‖yn − yn−1‖2 + ‖yn+1 − yn‖2)

4δn(c1‖yn − yn−1‖2 + c2‖yn+1 − yn‖2)

>
µ(‖yn − yn−1‖2 + ‖yn+1 − yn‖2)

4δnmax{c1, c2}(‖yn − yn−1‖2 + ‖yn+1 − yn‖2)
>

µ

4max{c1, c2}
.

Using the definition of λn+1 and the derivation of mathematical induction, the se-

quence {λn} has a lower boundmin{ 1
4µ/max{c1, c2}, λ0} and an upper bound λ0+P .

Next, we verify that sequence {λn} is convergent. From the definition of {λn}, we
come to

(3.1)
∞
∑

n=0

(λn+1 − λn)
+
6

∞
∑

n=0

pn < ∞,

where (λn+1 − λn)
+ = max{0, λn+1 − λn}, (λn+1 − λn)

− = max{0,−(λn+1 − λn)}.
According to the inequality (3.1), the convergence of the positive term series
∞
∑

n=0
(λn+1 − λn)

+
can be obtained. On the other hand, we verify the convergence of

the positive series
∞
∑

n=0
(λn+1 − λn)

−
. Assume that

∞
∑

n=0
(λn+1 − λn)

−
= −∞. Since

(3.2) λn+1 − λn = (λn+1 − λn)
+ − (λn+1 − λn)

−,

we get

(3.3) λk+1 − λ0 =

k
∑

n=0

(λn+1 − λn)
+ −

k
∑

n=0

(λn+1 − λn)
−
.

In (3.3), let k → ∞, we have λk → −∞, which is impossible. Combining the
convergence of the series

∞
∑

n=0
(λn+1 − λn)

+ and
∞
∑

n=0
(λn+1 − λn)

−, let k → ∞ in (3.3),
we can deduce lim

n→∞

λn = λ.

After what we have discussed above, we can easily come to the conclusion that

min{ 1
4µ/max{c1, c2}, λ0} 6 λ 6 λ0 + P . �
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R em a r k 3.2. It is apparent that λ > 0. The sequence {λn} generated by
Algorithm 3.1 is not monotonically decreasing, which reduces the dependence on the

initial step size λ0. When pn ≡ 0, the sequence of steps {λn} is a monotonically
decreasing sequence.

R em a r k 3.3. Through the representation of δn and lim
n→∞

λn = λ, the limit of δn

exists, denoted as δ. That is, lim
n→∞

δn = δ. Because of θ ∈ (1/(2− µ), 1), it is evident

that there exists N0 > 0 such that for all n > N0, 0 < δn < 1.

3.1. Weak converge. Now we prove Algorithm 3.1 converges weakly to the so-

lution of (1.1) when f is a pseudomonotone bifunction.

Theorem 3.1. Assume that (A1)–(A4) hold. Then the sequences {xn} and {yn}
generated by Algorithm 3.1 converge weakly to the solution of the equilibrium prob-

lem.

P r o o f. Followed by yn+1 = proxλnf(yn,·)(xn) and Lemma 2.1, we obtain

(3.4) λn(f(yn, y)− f(yn, yn+1)) > 〈xn − yn+1, y − yn+1〉 ∀ y ∈ C.

Analogously, for the previous iterate we have

λn−1(f(yn−1, y)− f(yn−1, yn)) > 〈xn−1 − yn, y − yn〉 ∀ y ∈ C.

Particularly, substituting y = yn+1 into the last inequality means

(3.5) λn−1(f(yn−1, yn+1)− f(yn−1, yn)) > 〈xn−1 − yn, yn+1 − yn〉.

Since xn = (1− δn)yn + δnxn−1, we arrive at

(3.6) yn − xn =
δn

1− δn
(xn − xn−1) = δn(yn − xn−1).

Using (3.5), (3.6) and λn > 0, we come to the following relationship:

(3.7) λn(f(yn−1, yn+1)− f(yn−1, yn)) >
1

δn

λn

λn−1
〈xn − yn, yn+1 − yn〉.

Summation of (3.4) and (3.7) gives us

(3.8) 2λn(f(yn−1, yn+1)− f(yn−1, yn)− f(yn, yn+1)) + 2λnf(yn, y)

> 2〈xn − yn+1, y − yn+1〉+ 2
1

δn

λn

λn−1
〈xn − yn, yn+1 − yn〉

> ‖xn − yn+1‖2 + ‖yn+1 − y‖2 − ‖xn − y‖2

+
1

δn

λn

λn−1
(‖xn − yn‖2 + ‖yn+1 − yn‖2 − ‖xn − yn+1‖2).
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Owing to the given form of λn+1, we derive

2λn(f(yn−1, yn+1)− f(yn−1, yn)− f(yn, yn+1))

6
1

2δn
µ

λn

λn+1
(‖yn−1 − yn‖2 + ‖yn − yn+1‖2).

It follows from the last inequality and (3.8) that

(3.9) ‖yn+1 − y‖2 +
( 1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

‖yn+1 − yn‖2

6 ‖xn − y‖2 + 1

2δn
µ

λn

λn+1
‖yn−1 − yn‖2 + 2λnf(yn, y)

+
( 1

δn

λn

λn−1
− 1

)

‖xn − yn+1‖2 −
1

δn

λn

λn−1
‖xn − yn‖2.

From Remark 3.3 and the relation xn = (1− δn)yn + δnxn−1, invoking Lemma 2.2,

we have for all n > N0,

‖yn+1 − y‖2 =
1

1− δn+1
‖xn+1 − y‖2 − δn+1

1− δn+1
‖xn − y‖2

+
δn+1

(1− δn+1)
2 ‖xn+1 − xn‖2

=
1

1− δn+1
‖xn+1 − y‖2 − δn+1

1− δn+1
‖xn − y‖2 + δn+1‖yn+1 − xn‖2.

Injecting this last equality into (3.9) implies that for all n > N0,

(3.10)
1

1− δn+1
‖xn+1 − y‖2 +

( 1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

‖yn+1 − yn‖2

6
1

1− δn+1
‖xn − y‖2 + 1

2δn
µ

λn

λn+1
‖yn−1 − yn‖2 + 2λnf(yn, y)

+
( 1

δn

λn

λn−1
− 1− δn+1

)

‖xn − yn+1‖2 −
1

δn

λn

λn−1
‖xn − yn‖2.

By the definition of δn, we have that there exists N1 > 0 such that

1 + δn − 1

δn
θ

λn

λn−1
= 0 ∀n > N1.

Noting that θ ∈ (1/(2− µ), 1), we obtain

lim
n→∞

( 1

δn

λn

λn−1
− 1

δn+1
θ
λn+1

λn

)

=
1

δ
− 1

δ
θ =

1

δ
(1− θ) > 0.
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Then there exists N2 (> N1) such that for all n > N2,

(3.11)
1

δn

λn

λn−1
− 1− δn+1 =

1

δn

λn

λn−1
− 1

δn+1
θ
λn+1

λn
> 0.

Choose η = 1−µ > 0. Combining the relationships (3.10), (3.11) and ‖xn − yn+1‖2 6

(1 + 1/η)‖xn − yn‖2 + (1 + η)‖yn − yn+1‖2 yields
(3.12)

‖xn+1 − y‖2 + (1 − δn+1)

×
(

(1 + η)
1

δn+1
θ
λn+1

λn
− η

1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

‖yn+1 − yn‖2

6 ‖xn − y‖2 + 1

2δn
(1− δn+1)µ

λn

λn+1
‖yn−1 − yn‖2 + 2(1− δn+1)λnf(yn, y)

− (1 − δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2.

From the facts that lim
n→∞

λn = λ > 0, µ ∈ (0, 1), θ ∈ (1/(2− µ), 1) and η = 1 − µ,

we obtain

lim
n→∞

(1− δn+1)
(

(1 + η)
1

δn+1
θ
λn+1

λn
− η

1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

= (1− δ)
1

δ

(

(1 + η)θ − η − µ

2

)

> 0,

lim
n→∞

1

2δn
(1− δn+1)µ

λn

λn+1
=

1

2δ
(1− δ)µ > 0,

lim
n→∞

(1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

= (1− δ)
1

δ

((

1 +
1

η

)

θ − 1

η

)

> 0,

and

(1− δ)
1

δ

(

(1 + η)θ − η − µ

2

)

− 1

2δ
(1 − δ)µ > 0.

Due to the denseness of rational numbers, there exists ̺ > 0 such that

(1− δ)
1

δ

(

(1 + η)θ − η − µ

2

)

> ̺ >
1

2δ
(1− δ)µ.

Hence, there exists N3 (> N2) such that for all n > N3,

(1 − δn+1)
(

(1 + η)
1

δn+1
θ
λn+1

λn
− η

1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

(3.13)

> ̺ >
1

2δn
(1− δn+1)µ

λn

λn+1
> 0,

(1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

> 0.(3.14)
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On account of the relations (3.12)–(3.14), we obtain for all n > N3 that

(3.15) ‖xn+1 − y‖2 + ̺‖yn+1 − yn‖2

6 ‖xn − y‖2 + ̺‖yn−1 − yn‖2

− (1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2

+ 2(1− δn+1)λnf(yn, y) ∀ y ∈ C.

Note that for each u ∈ EP(f), we have that f(u, yn) > 0, because yn ∈ C. Further-

more, since f is pseudomonotone, we derive f(yn, u) 6 0. Hence, using relation (3.15)

for y = u ∈ C and n > N3, setting

an = ‖xn − u‖2 + ̺‖yn−1 − yn‖2,

bn = (1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2,

we deduce that an+1 6 an − bn for all n > N3. From Lemma 2.5, we can conclude

that {an} is bounded, lim
n→∞

bn = 0 and the limit of {an} exists. Moreover, by the
definition of bn and lim

n→∞

λn = λ > 0, we obtain lim
n→∞

‖xn − yn‖ = 0. In virtue of

the relations (3.6), ‖xn − yn+1‖ 6 ‖xn − xn+1‖+ ‖xn+1 − yn+1‖ and ‖yn+1 − yn‖ 6

‖yn+1 − xn‖+ ‖xn − yn‖, we see that

(3.16) lim
n→∞

‖xn − yn‖ = lim
n→∞

‖xn − yn+1‖ = lim
n→∞

‖yn+1 − yn‖ = 0.

Furthermore, by (3.16) and the existence of lim
n→∞

an, we can deduce that lim
n→∞

an =

lim
n→∞

‖xn − u‖2. This implies that the sequence {xn} is bounded and so {yn} is
bounded. Thus there exists a subsequence {xnk

} that converges weakly to some
x∗ ∈ H. Then ynk

⇀ x∗, ynk+1 ⇀ x∗ and x∗ ∈ C. Now we prove that x∗ ∈ EP(f).

Indeed, it follows from relation (3.4) that

(3.17) λnk
(f(ynk

, y)− f(ynk
, ynk+1)) > 〈xnk

− ynk+1, y − ynk+1〉 ∀ y ∈ C.

Using the Lipschitz-type condition of f , we have

λnk
f(ynk

, ynk+1) > λnk
(f(ynk−1, ynk+1)− f(ynk−1, ynk

))

− λnk
c1‖ynk

− ynk−1‖2 − λnk
c2‖ynk

− ynk+1‖2.

Combining the relations (3.7) and the last inequality, we arrive at

(3.18) λnk
f(ynk

, ynk+1) >
λnk

λnk−1

1

δnk

〈xnk
− ynk

, ynk+1 − ynk
〉

− λnk
c1‖ynk

− ynk−1‖2 − λnk
c2‖ynk

− ynk+1‖2.
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From the relations (3.17) and (3.18), it follows that

f(ynk
, y) >

1

λnk−1

1

δnk

〈xnk
− ynk

, ynk+1 − ynk
〉+ 1

λnk

〈xnk
− ynk+1, y − ynk+1〉

− c1‖ynk
− ynk−1‖2 − c2‖ynk

− ynk+1‖2,

Let k → ∞, using the facts (3.16), {xn} is bounded, lim
n→∞

λn = λ > 0 and the

assumption (A4), we obtain f(x∗, y) > 0 for all y ∈ C. That is x∗ ∈ EP(f).

Next, we prove that the whole sequence {xn} converges weakly to x∗. Assume

that {xn} has at least two weak cluster points x∗ ∈ EP(f) and x̄ ∈ EP(f) such that

x∗ 6= x̄. Let {xni
} be a sequence such that xni

converges weakly to x̄ as i → ∞,
noting the fact that lim

n→∞

‖xn − u‖ exists for all u ∈ EP(f). From Lemma 2.4, we have

lim
n→∞

‖xn − x̄‖ = lim
i→∞

‖xni
− x̄‖ = lim inf

i→∞

‖xni
− x̄‖ < lim inf

i→∞

‖xni
− x∗‖

= lim
n→∞

‖xn − x∗‖ = lim
k→∞

‖xnk
− x∗‖ = lim inf

k→∞

‖xnk
− x∗‖

< lim inf
k→∞

‖xnk
− x̄‖ = lim

k→∞

‖xnk
− x̄‖ = lim

n→∞

‖xn − x̄‖,

which is impossible. Thus, we obtain that xn ⇀ x∗. Since lim
n→∞

‖xn − yn‖ = 0, we

have yn ⇀ x∗. This completes the proof. �

Since the proof of the following results is very similar to the proof of Yang and

Liu [30], Theorem 3.2, we have omitted it here.

Theorem 3.2. Assume that (A1′)–(A3) hold and EP(f) 6= ∅. Then the se-
quences {xn} and {yn} generated by Algorithm 3.1 converge strongly to the unique

solution u of the equilibrium problem.

3.2. R-linear convergence rate. Now, we establish the R-convergence rate of

the algorithm by using the strong pseudomonotonicity and the Lipschitz-type condi-

tion of the bifunction. Let us briefly recall two fundamental concepts of convergence

rate in [26], Chapter 9. A sequence {xn} in H converges to x∗ in norm. We say that

(a) {xn} converges to x∗ with R-linear convergence rate if

lim sup
n→∞

‖xn − x∗‖1/n < 1,

(b) {xn} converges to x∗ with Q-linear convergence rate if there exists µ ∈ (0, 1)

such that

‖xn+1 − x∗‖ 6 µ‖xn − x∗‖

for all sufficiently large n.
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Note that Q-linear convergence rate implies R-linear convergence rate, see [26],

Chapter 9. The inverse in general is not true.

Theorem 3.3. Assume that (A1′), (A2), and (A3) hold. Then the sequence {xn}
and {yn} generated by Algorithm 3.1 converge at least R-linearly to the unique

solution of problem (EP).

P r o o f. The strong pseudomonotonicity assumption of the bifunction f implies

that problem (EP) has a unique solution denoted by u. Since u ∈ EP(f) and yn ∈ C,

we obtain that f(u, yn) > 0. Thus, from the strong pseudomonotonicity of f , we

derive f(yn, u) 6 −γ‖yn − u‖2. Then, in formula (3.15), letting y = u ∈ C, we

obtain

(3.19) ‖xn+1 − u‖2 + (1− δn+1)

×
(

(1 + η)
1

δn+1
θ
λn+1

λn
− η

1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

‖yn+1 − yn‖2

6 ‖xn − u‖2 + 1

2δn
(1− δn+1)µ

λn

λn+1
‖yn−1 − yn‖2

− 2(1− δn+1)λnγ‖yn − u‖

− (1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2,

where γ is the modulus of strong pseudomonotonicity of f . Moreover, from the

definition of xn and Lemma 2.2, we obtain

(3.20) ‖yn − u‖2 =
1

1− δn
‖xn − u‖2 − δn

1− δn
‖xn−1 − u‖2 + δn

(1− δn)
2 ‖xn − xn−1‖2

>
1

1− δn
‖xn − u‖2 − δn

1− δn
‖xn−1 − u‖2.

Thus, from the relations (3.19) and (3.20), we see that

(3.21) ‖xn+1 − u‖2 + (1− δn+1)

×
(

(1 + η)
1

δn+1
θ
λn+1

λn
− η

1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

‖yn+1 − yn‖2

6

(

1− 2(1− δn+1)
1

1− δn
λnγ

)

‖xn − u‖2

+
1

2δn
(1 − δn+1)µ

λn

λn+1
‖yn−1 − yn‖2

− (1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2

+ 2(1− δn+1)
δn

1− δn
λnγ‖xn−1 − u‖2.
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Let ζ be a real number such that 0 < ζ < (δ−1 − 1)/(δ−1 + 1). Consider the limits

lim
n→∞

2(1− δn+1)
1

1− δn
λnγ = 2λγ > 2λγ(1− ζ),

lim
n→∞

2
δn

1− δn
(1− δn+1)λnγ = 2δλγ < 2δλγ(1 + ζ).

By analogy with the proof of relation (3.13) and using the density of rational num-

bers, there exists ̺1, ̺2 > 0, such that

(1− δ)
1

δ

(

1− µ

2
(1 + η)(1− θ)

)

> ̺2 > ̺1 >
1

2δ
(1− δ)µ.

These facts imply that there exists N4 (> N3), such that for all n > N4,

(1− δn+1)
(

(1 + η)
1

δn+1
θ
λn+1

λn
− η

1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

(3.22)

> ̺2 > ̺1 >
1

2δn
(1 − δn+1)µ

λn

λn+1
,

2(1− δn+1)
1

1− δn
λnγ > 2λγ(1− ζ),(3.23)

2
δn

1− δn
(1− δn+1)λnγ < 2δλγ(1 + ζ).(3.24)

In virtue of the relations (3.21)–(3.24), we have that for all n > N4,

(3.25)

‖xn+1 − u‖2 + ̺2‖yn+1 − yn‖2 6 (1 − 2(1− ζ)λγ)‖xn − u‖2

+ 2δ(1 + ζ)λγ‖xn−1 − u‖2 + ̺1‖yn−1 − yn‖2.

Setting Tn = ‖xn − u‖2, En = ̺2‖yn − yn−1‖2 and α = 2λγ(1− ζ) > 0, the inequal-

ity (3.25) can be rewritten as

(3.26) Tn+1 + En+1 6 (1− α)Tn +
1 + ζ

1− ζ
δαTn−1 +

̺1
̺2

En.

Let γ1 > 0 and γ2 > 0. Now, we can rewrite relation (3.26) in the following form:

(3.27) Tn+1 + γ1Tn + En+1 6 γ2(Tn + γ1Tn−1) +
̺1
̺2

En

+ (1− α− γ2 + γ1)Tn +
(1 + ζ

1− ζ
δα− γ1γ2

)

Tn−1.

Choose γ1 > 0 and γ2 > 0 such that

(3.28)







1− α− γ2 + γ1 = 0,

1 + ζ

1− ζ
δα− γ1γ2 = 0.
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By a straightforward computation, we obtain

γ1 =
1

2

(

α− 1 +
√

(α− 1)2 + 4
1 + ζ

1− ζ
δα

)

,

γ2 =
1

2

(

1− α+

√

(α− 1)2 + 4
1 + ζ

1− ζ
δα

)

.

Then, we studied the following function:

h(t) =
1

2

(

1− t+

√

(t− 1)2 + 4
1 + ζ

1− ζ
δt

)

, t ∈ [0,∞),

whose derivative is given by the following formula:

h′(t) = − 1

2
+
(

t− 1 + 2
1 + ζ

1− ζ
δ
)

(

2

√

(t− 1)2 + 4
1 + ζ

1− ζ
δt

)−1

= 4
1 + ζ

1− ζ
δ
(1 + ζ

1− ζ
δ − 1

)

(

2

√

(t− 1)2 + 4
1 + ζ

1− ζ
δt

)−1

×
(

t− 1 + 2
1 + ζ

1− ζ
δ +

√

(t− 1)2 + 4
1 + ζ

1− ζ
δt

)−1

< 0.

Since 0 < ζ < (δ−1 − 1)/(δ−1 + 1), h(t) is non-increasing on [0,∞). Therefore,

0 < γ2 = h(α) < h(0) = 1 is established. Now, set ε = max{̺1/̺2, γ2}. It is known
from the definitions of ̺1 and ̺2 that 0 < ̺1/̺2 < 1, so ε ∈ (0, 1). Combining (3.27)

and (3.28), we obtain

(3.29) Tn+1 + γ1Tn + En+1 6 γ2(Tn + γ1Tn−1) +
̺1
̺2

En

6 ε(Tn + γ1Tn−1 + En) ∀n > N4.

Therefore, we deduce by induction that

(3.30) Tn+1 + γ1Tn + En+1 6 εn−N4+1(TN4
+ γ1TN4−1 + EN4

).

From the relations Tn+1 6 Tn+1 + γ1Tn + En+1 and (3.30), there exists a positive

constant M such that for all n > N4,

(3.31) ‖xn − u‖2 6 εn−N4+1(TN4
+ γ1TN4−1 + EN4

)

= εn
TN4

+ γ1TN4−1 + EN4

εN4−1
= εnM.

This is lim sup
n→0

‖xn − u‖1/n = ε1/2 < 1. Hence, the sequence {xn} R-linearly con-

verges to the unique solution of the problem (EP).
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Similarly, the following formula is established:

En+1 = ̺2‖yn+1 − yn‖2 6 Tn+1 + γ1Tn + En+1 6 εnM.

Therefore, we deduce that ‖yn+1 − yn‖ 6
√

M/̺2ε
n/2. That is,

lim sup
n→0

‖yn+1 − yn‖1/n = ε1/2 < 1.

Thus, the sequence {yn+1 − yn} is R-linearly convergent. Since

‖yn − yn+p‖ 6 ‖yn − yn+1 + yn+1 − . . .− yn+p−1 + yn+p‖
6 ‖yn − yn+1‖+ ‖yn+1 − yn+2‖+ . . .+ ‖yn+p−1 + yn+p‖

6

√

M

̺2
(εn/2 + ε(n+1)/2 + . . .+ ε(n+p−1)/2)

=

√

M

̺2

εn/2

1−√
ε
(1− εp/2) <

√

M

̺2

εn/2

1−√
ε
,

it is obvious that {yn} is a Cauchy sequence. Therefore, {yn} strongly converges
to u. In the above formula, seting p → ∞, we deduce

‖yn − u‖ 6

√

M

̺2

εn/2

1−√
ε
.

Hence, lim sup
n→∞

‖yn+1 − u‖1/n = ε1/2 < 1. That is, the sequence {yn} R-linearly

converges to the unique solution of the problem EP(f). This completes the proof.

�

4. Application and analysis of variational inequality

In this section, inspired by the work of [22], [14], [13], and [16], we consider the

application of the above results to variational inequality problems. The classical

variational inequality problem (VI) is to find x∗ ∈ C such that

(4.1) 〈F (x∗), y − x∗〉 > 0 ∀ y ∈ C,

where C is a nonempty closed convex set in a real Hilbert space H, F : H → H is
some given mapping. We denote the set of solutions of the problem (4.1) by VI(F,C).
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It has been universally acknowledged that x∗ ∈ VI(F,C) if and only if it satisfies the

following projection equation

x∗ = PC(x
∗ − λF (x∗)),

where λ is any positive real number. For solving the variational inequality, we

suppose that VI(F,C) 6= ∅ and we investigate problem (VI) under the following
widely used conditions:

(B1) F is pseudo-monotone on C, i.e., 〈F (y), x− y〉 > 0 → 〈F (x), x − y〉 > 0 for all

x, y ∈ H;

(B1′) F is strongly pseudomonotone on C, i.e., 〈F (y), x− y〉 > 0 → 〈F (x), x − y〉 >
γ‖x− y‖2 for all x, y ∈ H;

(B2) F is Lipschitz continuous on C with constant L, i.e., there exists L > 0 such

that ‖F (x)− F (y)‖ 6 L‖x− y‖ for all x, y ∈ H;

(B3) F is sequentially weakly continuous on C, i.e., for each sequence {xn} : {xn}
converges weakly to x implies {F (xn)} converges weakly to {F (x)}.

We define f(x, y) := 〈F (x), y − x〉 for all x, y ∈ C; then simple algebra shows that

(ignoring constant terms)

proxλnf(yn,·)(xn) = PC(xn − λnF (yn)).

Therefore, the equilibrium problem (1.1) becomes the variational inequality problem.

In this framework we consider the algorithm as follows:

A l g o r i t hm 4.1.

Step 0. Choose λ0 = λ1 > 0, x0, y0, y1 ∈ H, µ ∈ (0, 1), θ ∈ (1/(2− µ), 1). Choose

a non-negative real sequence {pn} such that
∞
∑

n=0
pn < ∞.

Step 1. Given the current iterates xn−1, yn−1, yn, compute

δn = min

{

1

2

√

1 + 4θ
λn

λn−1
− 1, 1

}

,

xn = (1− δn)yn + δnxn−1,

yn+1 = PC(xn − λnF (yn)).

If yn+1 = xn = yn, then stop: xn is a solution. Otherwise, go to Step 2.

Step 2. Compute

λn+1 =



















min
{ µ(‖yn − yn−1‖2 + ‖yn+1 − yn‖2)
4δn〈F (yn−1)− F (yn), yn+1 − yn〉

, λn + pn

}

if 〈F (yn−1)− F (yn), yn+1 − yn〉 > 0,

λn + pn otherwise.

Set n := n+ 1 and return to Step 1.
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Theorem 4.1. Assume that (B1)–(B3) hold. Then the sequences {xn} and {yn}
generated by Algorithm 4.1 converge weakly to the solution of the variational in-

equality problem.

P r o o f. See Yang and Liu [30], Theorem 4.2 for detailed proof of this theorem.

�

Similarly, from Theorem 3.2, the following theorem can be directly obtained.

Theorem 4.2. Suppose (B1′), (B2) are satisfied and VI(F,C) 6= ∅. Then the
sequences {xn} and {yn} generated by Algorithm 4.1 R-linearly converge to the

unique solution of the problem (VI).

In particular, for many (VI) methods it is worth noticing that the linear conver-

gence rate could be derived under some additional assumptions. The most commonly

used tool is to use the error bound. For the investigation of the error bound, we rec-

ommend the reader to refer to [18].

Let us fix some λ > 0 and define the natural residual r(x, λ) = x−PC(x− λF (x)).

Through the characteristics of the solution to the variational inequality problem, it

is plain that x ∈ VI(F,C) ⇔ r(x, λ) = 0.

We say that problem (4.1) satisfies an error bound condition if the variational in-

equality problem has a solution and there exist positive constants σ1 and σ2 such that

(4.2) dist(x,VI(F,C)) 6 σ1‖r(x, λ)‖ ∀x : ‖r(x, λ)‖ 6 σ2.

R em a r k 4.1. No doubt, it is not an easy task to decide whether (4.2) holds for

a particular problem. When F is strongly pseudomonotone and satisfies the Lipschitz

condition, the error bound condition (4.2) holds, see [18] for details.

In the analysis below, our study focus on showing the convergence rate of the

sequences {xn} and {yn}. For the same reason we assume that the function F is

pseudomonotone and satisfies the Lipschitz condition. Choose any λ > 0 such that

λn > λ for all n. Since λ → ‖r(xn, λ)‖ is non-decreasing, we can get

‖r(xn, λ)‖ 6 ‖r(xn, λn)‖.

Using yn+1 = PC(xn − λnF (yn)), the non-expansibility of PC , the Lipschitz conti-

nuity of mapping F and the property of the triangle inequality, we obtain

(4.3) ‖r(xn, λ)‖ 6 ‖r(xn, λn)‖ = ‖xn − PC(xn − λnF (xn))‖
= ‖xn − yn+1 + yn+1 − PC(xn − λnF (xn))‖
6 ‖xn − yn+1‖+ ‖PC(xn − λnF (yn))− PC(xn − λnF (xn))‖
6 ‖xn − yn + yn − yn+1‖+ λnL‖xn − yn‖
6 ‖yn+1 − yn‖+ (1 + λnL)‖xn − yn‖.
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Using the relationship (4.3) and the inequality (a+ b)2 6 a2 + b2, we can get

(4.4) ‖r(xn, λ)‖2 6 2‖yn+1 − yn‖2 + 2(1 + λnL)
2‖xn − yn‖.

Obviously, for all n > N3 and τ ∈ (0, 1), using inequalities (3.13) and (3.14), there

exist G1, G2 > 0, such that

(1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

> 2G1,

(1− δn+1)
τ

2δn
µ

λn

λn+1
> 2G2.

The above relations ensure that there is m ∈ (0, 1) with mσ2
1 6 G1, mσ2

1 ×
(1 + λnL)

2 6 G2. Hence, we have

(4.5) (1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2

+ (1 − δn+1)
τ

2δn
µ

λn

λn+1
‖yn+1 − yn‖2

> 2G1‖xn − yn‖2 + 2G2‖yn+1 − yn‖2

> mσ2
1(2‖xn − yn‖2 + 2(1 + λnL)

2‖yn+1 − yn‖2)
> mσ2

1‖r(xn, λ)‖2.

The existence of so many constants in (4.5) is to prepare for the subsequent proof. In

order to continue to study the convergence rate of the algorithm, we have to modify

Algorithm 3.1, so we take the stepsize by

(4.6) λn+1 =



















min
{µ((1 −m)‖yn − yn−1‖2 + (1− τ )‖yn+1 − yn‖2)

4δn〈F (yn−1)− F (yn), yn+1 − yn〉
, λn + pn

}

if 〈F (yn−1)− F (yn), yn+1 − yn〉 > 0,

λn + pn otherwise.

This modification basically means that we have limited the step size slightly. From

the relations (3.8) and (4.6) it follows that

(4.7)
1

2δn
µ

λn

λn+1
((1 −m)‖yn−1 − yn‖2 + (1− τ )‖yn − yn+1‖2) + 2λn〈F (yn), y − yn〉

> 2λn〈F (yn−1)− F (yn), yn+1 − yn〉+ 2λn〈F (yn), y − yn〉
> ‖xn − yn+1‖2 + ‖yn+1 − y‖2 − ‖xn − y‖2

+
1

δn

λn

λn−1
(‖xn − yn‖2 + ‖yn+1 − yn‖2 − ‖xn − yn+1‖2).
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By injecting the inequality (4.7) into (3.12), we have

(4.8) ‖xn+1 − y‖2 + (1− δn+1)

×
(

(1 + η)
1

δn+1
θ
λn+1

λn
− η

1

δn

λn

λn−1
− 1

2δn
µ

λn

λn+1

)

‖yn+1 − yn‖2

6 ‖xn − y‖2 + 1−m

2δn
(1− δn+1)µ

λn

λn+1
‖yn−1 − yn‖2

− (1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2

− (1− δn+1)
τ

2δn
µ

λn

λn+1
‖yn+1 − yn‖2

+ 2(1− δn+1)λn〈F (yn), y − yn〉.

From u ∈ VI(F,C) and yn ∈ C, we get F (u, yn − u) > 0. Furthermore, using the

pseudomonotonicity of F , we have F (yn, u− yn) 6 0. In the formula (3.23), let

y = u ∈ C.With the same treatment of inequality (3.13) and (3.14), for any n > N3,

the previous inequality can be rewritten as

(4.9) ‖xn+1 − u‖2 + ̺‖yn+1 − yn‖2

6 ‖xn − u‖2 + (1−m)̺‖yn−1 − yn‖2

− (1− δn+1)
((

1 +
1

η

) 1

δn+1
θ
λn+1

λn
− 1

η

1

δn

λn

λn−1

)

‖xn − yn‖2

− (1− δn+1)
τ

2δn
µ

λn

λn+1
‖yn+1 − yn‖2.

Using (4.5), we get

(4.10) ‖xn+1 − u‖2 + ̺‖yn+1 − yn‖2

6 ‖xn − u‖2 + (1−m)̺‖yn−1 − yn‖2 −mσ2
1‖r(xn, λ)‖2.

Now, taking u = PVI(F,C)(xn) ∈ VI(F,C), we get

(4.11) d(xn,VI(F,C)) = ‖xn − u‖, d(xn+1,VI(F,C)) 6 ‖xn+1 − u‖.

According to the relationship (4.9) and m ∈ (0, 1), we know that ‖xn − yn‖ → 0,

‖yn+1 − yn‖ → 0 when n → ∞. Therefore, from the relationship (4.3), we see that
the sequence {‖r(xn, λ)‖} converges to 0. Therefore, for any n > N5, ‖r(xn, λ)‖ 6 σ2

can be derived. Combining the relational expressions (4.10), (4.11) and error
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bounds (4.2), it is obvious that

(4.12) d(xn+1,VI(F,C))2 + ̺‖yn+1 − yn‖2

6 ‖xn+1 − u‖2 + ̺‖yn+1 − yn‖2

6 ‖xn − u‖2 + (1−m)̺‖yn−1 − yn‖2 −mσ2
1‖r(xn, λ)‖2

6 d(xn,VI(F,C))2 + (1−m)̺‖yn−1 − yn‖2 −md(xn,VI(F,C))2

= (1−m)(d(xn,VI(F,C))
2
+ ̺‖yn−1 − yn‖2).

Set an = d(xn,VI(F,C))2 + ̺‖yn−1 − yn‖. Therefore, we obtain an+1 6 (1−m)an.

The remaining proof is similar to the proof of Theorem 3.3. Therefore, the following

conclusions can be drawn through mathematical induction.

Theorem 4.3. Under the assumptions (B1′), (B2) and error bound condi-

tion (4.2), the sequences {xn} and {yn} generated by Algorithm 4.1 replacing

the original step rule with the step rule of (4.6) R-linearly converge to a certain

solution of problem (4.1).

5. Numerical experiments

In this section, we provide numerical experiments and compare the proposed al-

gorithm with other existing algorithms in [22], [30], [15] to illustrate the advantages

of our algorithm. First, we compare Algorithm 3.1 with the Algorithm 3.1 in [30]

and Algorithm 3.1 in [15]. Then we compare Algorithm 4.1 with the Algorithm 4.1

in [30] and Algorithm 1 in [22]. In the numerical results reported below, Iter. and

Time. denote the number of iterations and the CPU time in seconds, respectively.

Since x ∈ EP(f) if and only if the natural residual r(x, λ) = 0, the error bound

can be used to construct practical stopping rules for these methods so that the final

iterate will satisfy any prescribed level of accuracy. It is natural to use the following

stopping criteria:

⊲ Alg. 3.1, Alg. 3.1 in [30], Alg. 3.1 in [15], ‖yn − proxf(yn,·)(yn)‖ 6 ε.

⊲ Alg. 4.1, Alg. 4.1 in [30], Alg. 1 in [22], ‖yn − PC(yn − F (yn))‖ 6 ε.

For Algorithm 3.1 and Algorithm 4.1, we take µ = 0.8, λ0 = 0.9 and pn =

1/(1 + n)2. For Algorithm 1 in [22], we take λ1 = 0.2 and φ = 0.1 + 0.9ϕ. For

Algorithm 4.1 in [30], we choose α = µ = 0.98, θ = 0.75 and δ = 0.53. For

Algorithm 3.1 in [15], we use µ = 0.45ϕ and λ1 = 3.
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Problem 5.1. Consider the equilibrium problem given in [30], [15], where the

bifunction f : R
m × R

m → R is defined for every x, y ∈ R
m by

f(x, y) = 〈Px+Qy + q, y − x〉,

where the vector q ∈ R
m is chosen randomly with its elements in [−m,m], and

the matrices P and Q are two square matrices of order m such that Q is sym-

metric positive semidefinite and Q − P is negative semidefinite. In this case, the

bifunction satisfies the conditions (A1)–(A4) . For Algorithm 3.1 in [30], we take

λ0 = 1/‖P −Q‖. For Problem 5.1, we take ε = 10−3.

To illustrate our algorithms, we suppose that the feasible set C ⊂ R
m has the

form of

C = {x ∈ R
m : −2 6 xi 6 5, i = 1, . . . ,m},

where m = 5, 50, 200. We take the same starting point y1 = x0 = y0 = (1, . . . , 1) for

all algorithms. For every m, as shown in Table 1, we have generated two random

samples with different choice of P , Q and q. Comparing Algorithm 3.1 with the

Algorithm 3.1 in [30] and Algorithm 3.1 in [15] in Table 1, we can see that our

algorithm performs better.

m Algorithm 3.1 Algorithm 3.1 in [30] Algorithm 3.1 in [15]

Iter. Time Iter. Time Iter. Time
5 56 1.21 67 1.48 83 1.93

33 0.73 46 1.17 56 1.36

50 137 3.99 204 5.63 263 7.68

178 5.54 365 10.87 446 13.43

200 238 55.04 360 80.93 428 99.26

217 50.64 338 81.54 446 106.13

Table 1. Problem 5.1.

Problem 5.2. The second problem is the Kojima-Shindo Nonlinear Comple-

mentarity Problem (NCP) where n = 4 and the mapping F is defined by

F (x1, x2, x3, x4) =









3x1 + 2x1x2 + 2x2
2 + x3 + 3x4 − 6

2x2
1 + x1 + x2

2 + 10x3 + 2x4 − 2

3x1 + x1x2 + 2x2
2 + 2x3 + 9x4 − 9

x2
1 + 3x2

2 + 2x3 + 3x4 − 3









.

The feasible set is C = {R+
4 | x1 + x2 + x3 + x4 = 4}. We choose the same starting

points y1 = x0 = y0 = (1, 1, 1, 1), y1 = x0 = y0 = (1, 1, 0, 1) and y1 = x0 =
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y0 = (2, 0, 0, 2). We take λ1 = 0.8 for Algorithm 4.1 in [30]. In this case, we take

ε = 10−6. The numerical results are shown in Table 2. From these results we can

see that Algorithm 4.1 in [30] and Algorithm 1 in [22] are much more expensive than

our method.

x0 Algorithm 4.1 Algorithm 4.1 in [30] Algorithm 1 in [22]

Iter. Time Iter. Time Iter. Time
(1,1,1,1) 51 0.45 65 0.67 127 1.14

(1,1,0,1) 5 0.03 13 0.09 60 0.39

(2,0,0,2) 13 0.09 54 0.48 120 1.48

Table 2. Problem 5.2.

Problem 5.3. The third example is classical. The feasible set is C = R
m and

F (x) = Ax, where A is a square matrix m×m given by condition

ai,j =











−1 if j = m+ 1− i and j > i,

1 if j = m+ 1− i and j < i,

0 otherwise.

This is a classical example of a problem, where the usual gradient method does

not converge. For even m, the zero vector is the solution of Problem 5.3. For the

Algorithm 4.1 in [30], we take λ0 = 0.4. For all tests, we choose x0 = (1, 1, . . . , 1).

We take ε = 10−6. The numerical results are shown in Table 3. One can see

that Algorithm 4.1 substantially outperforms Algorithm 4.1 in [30] and Algo-

rithm 1 in [22].

m Algorithm 4.1 Algorithm 4.1 in [30] Algorithm 1 in [22]

Iter. Time Iter. Time Iter. Time
100 57 0 682 0.34 148 0.03

1000 65 0.22 730 1.21 157 0.359

2000 66 0.99 745 7.92 160 1.59

Table 3. Problem 5.3.

6. Conclusions

In this paper, we deal with the convergence results for equilibrium problems in-

volving the pseudomonotone and Lipschitz-type bifunction in a real Hilbert space.

This method uses a new non-monotonic stepsize. The convergence and the R-linear

convergence rate of the algorithms have been obtained. Moreover, the method is ap-

plied to a variational inequality. The numerical experiments are reported to illustrate

the computational effectiveness of the proposed algorithm.
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