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Abstract:    The impact-synchronous modal analysis (ISMA), which uses impact-synchronous time averaging (ISTA), allows 
modal testing to be performed during operation. ISTA is effective in filtering out the non-synchronous cyclic load component, 
its harmonics, and noises. However, it was found that at operating speeds that coincide with the natural modes, ISMA would 
require a high number of impacts to determine the dynamic characteristics of the system. This finding has subsequently reduced 
the effectiveness and practicality of ISMA. Preservation of signatures during ISTA depends on the consistency of their phase 
angles on every time block but not necessarily on their frequencies. Thus, the effect of phase angles with respect to impact is 
seen to be a very important parameter when performing ISMA on structures with dominant periodic responses due to cyclic load 
and ambient excitation. The responses from unaccounted forces that contain even the same frequency as that contained in the 
response due to impact are diminished with the least number of impacts when the phase of the periodic responses is not con-
sistent with the impact signature for every impact applied. The assessment showed that a small number of averages are sufficient 
to eliminate the non-synchronous components with 98.48% improvement on simulation and 95.22% improvement on experi-
mental modal testing when the phase angles with respect to impact are not consistent for every impact applied. 
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1  Introduction 
 
Modal analysis is used in investigating the 

dynamic behavior of systems. This study enables an 
enhanced understanding and identification of the 
root cause of the vibration phenomena encountered 
in engineering by describing a system with its modal 

parameters, namely the natural frequencies, natural 
damping, and natural modes (Rossmann, 1999; 
Wang et al., 2010a). These three parameters com-
prehensively define the dynamic characteristics of a 
system. Currently, there are two techniques used to 
extract these parameters, i.e., the classical experi-
mental modal analysis (EMA) and operational modal 
analysis (OMA).  

EMA has attracted attention and grown rapidly 
in popularity since the advent of the digital fast Fou-
rier transform (FFT) analyzer in the early 1970s. In 
the modal data acquisition stage of EMA, the re-
sponses of a linear, time-invariant system are meas-
ured along with a known excitation, often out of its 
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normal service environment. This process normally 
takes place in a closely controlled condition, where 
the test structure is artificially excited by using either 
an impact hammer, or one or more shakers driven by 
broadband signals. Performing FFT on the measured 
signal will yield the frequency response functions 
(FRFs). FRFs are subjected to a range of modal iden-
tification algorithms, e.g., the complex exponential 
algorithm (CEA), least squares complex exponential 
(LSCE), Ibrahim time domain (ITD), and eigensys-
tem realization algorithm (ERA), in an attempt to 
find the mathematical model which provides the 
closest description of the actually observed response 
by the system. Common applications of EMA in-
clude troubleshooting, structural modification, sensi-
tivity analysis, structural health monitoring, structur-
al damage detection, etc. (Dilena and Morassi, 2004; 
Guo et al., 2005; Fayyadh et al., 2011; Ismail, 2012; 
Ismail et al., 2012; Li et al., 2012; Garcia-Perez et 
al., 2013). However, conventional EMA has limita-
tions: (1) simplified rather than exact boundary con-
ditions of the system in a real situation are simulated 
in laboratory testing; (2) FRFs or impulse response 
functions (IRFs) are hard to measure in practice, es-
pecially on large and complex systems; (3) it re-
quires the system to be in a complete shutdown state, 
which means no unaccounted excitation force will be 
induced into the system. In industrial applications, 
especially in petrochemical plants, the downtime 
cost is crucial and thus it is not practical to shut 
down the machinery under testing to perform EMA. 

While EMA has been used successfully for 
many systems, it is difficult to perform on large and 
highly complex civil structures (e.g., buildings and 
bridges) as it is very difficult to excite the structure 
artificially. In addition, in some practical situations 
where the system cannot be shut down completely, 
OMA is preferred. In OMA, modal parameters are 
extracted based on the output responses measured 
without the input excitation information. Thus, it is 
important for the input excitation to have sufficient 
energy to excite all the modes of interest. The natural 
excitation applies on the structure can range from 
traffic load, wind, earthquake waves, to ambient 
vibration (He and Fu, 2001; Brincker and Ventura, 
2015). Major developments of modal parameter 
identification algorithms are available both in the 
time and frequency domains, i.e., frequency domain 

decomposition (FDD), output-only least-squares 
complex frequency (LSCF) domain methods, natural 
excitation technique (NExT), auto-regressive and 
moving average vector (ARMAV) model, modified 
Ibrahim time domain (MITD), stochastic realization-
based identification, and stochastic subspace-based 
identification (SSI) (James et al., 1995; van Over-
schee and de Moor, 1996; Guillaume et al., 1998; 
Brincker et al., 2000; Bodeux and Golinval, 2001; 
Lardies and Larbi, 2001).  

Recently, there has been an upsurge in using 
OMA on long-span bridges to complement static 
testing and traditional visual inspection to locate 
promptly the presence of critical defects. This non-
destructive testing provides detailed information for 
safety assessments, i.e., vibration-based structural 
health monitoring (SHM) on long-span bridges 
under extreme loads exemplified by the Run Yang, 
Tsing Ma, and Sutong Yangtze River bridges 
(Wong, 2004; Ding et al., 2008; Li et al., 2010; 
Magalhães et al., 2012; Wang et al., 2016). Unlike 
EMA, OMA is performed where the excitation and 
boundary conditions of the system are those seen 
during operation. It is therefore a valuable tool to 
replace EMA in the validation and updating of 
developed finite element models (Ding and Li, 2008; 
Wang et al., 2010b).  

However, the lack of knowledge of the input 
forces does affect the parameters extracted. Mode 
shapes obtained from OMA cannot be normalized 
accurately, which affects the development of math-
ematical models thereafter. Besides, most OMA 
methods require random excitation with spectral en-
ergy varying slowly with the frequency (ideally, 
white noise excitation). In process equipment, the 
excitation can have strong periodic components, re-
sulting in a forced periodic response. Most OMA 
methods are not able to distinguish between spectral 
peaks due to the forced harmonic vibration and those 
due to the resonant response of broadband excitation. 
For these reasons, OMA cannot be effectively ap-
plied for this application in general. Nevertheless, 
recent findings by a few researchers in the effort to 
improve the accuracy of modal extraction techniques 
are noted. A combination of mode shapes identified 
by OMA and a mass matrix of a finite element model 
in scaling of mode shapes was found in Aenlle and 
Brincker (2013). In Le and Argoul (2015), mother 
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wavelet was used as a filter in time-frequency do-
main decomposition (TFDD) and provided infor-
mation in a narrow band around a cyclic load com-
ponent or a natural mode. Thus, an indicator based 
on the kurtosis value and histogram was derived, 
which allows the recognition of a natural mode or a 
cyclic load component. Besides, a Gauss-Newton 
fitting algorithm was introduced in Bienert et al. 
(2015) to find the reduced least squares fitting of the 
experimental data to a harmonic deterministic func-
tion. This approach subtracts the cyclic load compo-
nent from the raw time signal. However, information 
on the accuracy of modal parameter identification 
after the subtraction of the cyclic load component 
was not presented. 

A novel method, named impact-synchronous 
modal analysis (ISMA), which uses impact-
synchronous time averaging (ISTA) was proposed 
(Rahman et al., 2011a; 2011b; 2014). This modal 
analysis technique focuses on the digital signal pro-
cessing upstream of the collected data rather than the 
modal identification algorithm. In the commonly 
used time domain synchronous averaging technique, 
signal acquisition from a rotating machine is trig-
gered at the same rotational position of the shaft us-
ing a tachometer for every cycle. The time block, 
i.e., the block of vibration data captured in time se-
ries of averaged signals, eliminates all the non-
synchronous and random components, leaving be-
hind only components that are integer multiples of 
the running speed. In ISMA, the same and simple 
averaging concept is used but only to achieve the 
reverse, i.e., to filter out all the speed synchronous 
and random signatures. It is effective in filtering out 
the cyclic load component, the harmonics, and noises, 
which are non-synchronous with the impacts. ISMA 
has the advantages of the OMA and EMA combined. 
It carries out the analysis while the system is in op-
eration, and at the same time it is able to provide the 
actual input forces in the transfer functions, thus al-
lowing for better modal extractions and mathemati-
cal model development. This novel technique has 
been successfully applied in both rotor and structural 
dynamic systems to determine the dynamic charac-
teristics of structures without disturbing operations 
(Rahman et al., 2011a; 2011b). 

Previous research experimentally demonstrated 
that the number of averages or impacts had a very 

important effect when applying ISMA on structures 
with dominant periodic responses of cyclic loads and 
ambient excitation (Rahman et al., 2014). However, 
it was found that at operating speeds that coincided 
with the natural modes, ISMA with random impacts 
required a high number of impacts to determine the 
dynamic characteristics of the system. This is proba-
bly due to the lack of information of phase angles 
with respect to impact and it has subsequently re-
duced the effectiveness and practicality of ISMA. 

In this study, the effect of phase synchroniza-
tion in ISMA during operation is investigated in 
simulation and experimental testing in the effort to 
enhance the effectiveness of the technique. The 
study looks into two conditions, i.e., consistent and 
inconsistent phase conditions, between the response 
due to impacts and the response from the cyclic load 
component. The effect on the FRF estimation is then 
studied.  
 
 
2  Mathematical model 

 
In ISTA, a series of time blocks, each triggered 

by an impact force signal, use the fact that all other 
responses are non-synchronous with the impacts. 
The time averaging of n blocks would result in elim-
inating all these non-synchronous components, leav-
ing behind only the structure’s response due to im-
pacts. The effect of the phase angle with respect to 
impact in ISTA can be described as follows. 

The sinusoidal signature is given by 
 

y(t)=Asin(ωt+β)=acos(ωt)+bsin(ωt),          (1) 
 
where A is the amplitude of the signature, ω the an-
gular frequency (or cyclic load frequency), and β the 
phase angle. When y(t) is captured in each individual 
block of time series at different β, the values a and b 
are different for each individual block of time series 
even though the amplitude A does not change corre-
sponding to that individual block of time series. 
However, block averaging of this time series, i.e., all 
the individual blocks captured, will result in values 
of a and b diminishing to zero, subsequently reduc-
ing A to zero as well. To keep a and b consistent, y(t) 
has to start at the same point for every block cap-
tured; i.e., β has to be consistent.  
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In the event of performing modal testing during 
operation, the total time response, y(t), is captured in 
a time block with respect to a specific trigger condi-
tion (often the magnitude or slope of the excitation) 
(Phillips and Allemang, 2003). The y(t) measured 
consists of two types of signals, i.e., x(t) and e(t), as 
follows: 
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where x(t), a desired deterministic response signal 
due to impact consisting of the summation of all the 
modes r, is synchronous with every impact force 
applied, and e(t) is the summation of the undesired 
deterministic signal of the periodic response of cy-
clic load with frequency of ω in addition with ran-
dom ambient noises. Parameter σr is the decay rate, 
ωdr is the modal frequency, n is the maximum num-
ber of modes, Ar is the amplitude of mode r for the 
desired deterministic response signal due to impact, 
R2 is the amplitude of the undesired deterministic 
signal of the periodic response of cyclic load, β1 is 
the phase of the desired deterministic response signal 
due to impact, and β2 is the phase of the undesired 
deterministic signal of the periodic response of cy-
clic load. 

Eq. (2) can be written as 
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Signal x(t) is triggered consistently with the im-

pact force and is thus synchronous with phase β1 in a 
time block (i.e., 4096 samples). Small variations in 
ar and br would average to amplitude Ar in block 
averaging. However, the periodic response of cyclic 
load and random ambient noises, e(t), is non-
synchronous with every impact force applied, caus-
ing the phase value of β2 to change for every indi-
vidual block of time series captured and thus leading 
to different values of f1 and g1 corresponding to that 
individual block of time series. Because the values 
of f1 and g1 keep changing in all individual blocks, 
performing block averaging on all the individual 

blocks captured in a time domain tends to diminish 
these non-synchronous components, i.e., f1 and g1, 
and subsequently reduces R2 to zero as well. In short, 
performing ISTA on the total response signal y(t) 
will filter out the signal e(t), and the desired signal 
x(t) will reinforce for every time block recorded over 
time. Note that this is similar to the response due to 
the impact signal obtained in modal testing during a 
stationary condition. It is worth mentioning that the 
cyclic load component can still be filtered out even if 
the cyclic load frequency (ω) equals one of the mod-
al frequencies (ωdr). In summary, preservation of 
signatures during time averaging depends on the 
consistency of their phase angles (β) on every time 
block but not necessarily on their angular frequen-
cies (ω) (Timoshenko, 1974; Maia and Silva, 1997). 

 
 
3  Experimental procedure 

3.1  Virtual instrument simulation 

When performing modal testing during opera-
tion, the response due to cyclic load (i.e., a periodi-
cal signal) and any ambient noise present themselves 
together with the response due to impacts. These 
unaccounted forces are filtered out in ISMA to give 
better results. To simulate and represent the actual 
scenario, we focus only on a periodical signal. We 
show that the phase angle with respect to impacts is 
one of the important parameters in getting rid of the 
disturbance from the periodical signal. 

The phase angle of the dominant periodic re-
sponses due to cyclic load should be avoided to be 
consistent with every impact applied to enhance the 
effectiveness of ISMA. To study the effect of phase 
synchronization in ISMA, virtual instrument 
(DASYLab) was used to simulate the required con-
ditions, which are difficult to achieve with the exist-
ing manually operated impact hammer. 

In this assessment, the responses due to con-
sistent impacts were first designed to be consistent 
with the periodic responses due to cyclic load for 
every impact applied (Fig. 1). Both responses con-
tain the same frequency at 20 Hz. Meanwhile, in 
another simulation, consistent impacts were simulat-
ed, where the impacts applied were designed to be in 
the same frequency, i.e., 20 Hz, but at inconsistent 
phase angles with the periodic response due to cyclic  
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load (Fig. 2). The phase angles of the response gen-
erated by each impact are not consistent with the 
phase angles of the response due to cyclic load. Re-
sponses due to impact and responses due to cyclic  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

load and noise are linearly superimposed to simulate 
the actual scenario when performing modal testing 
during operation. When performing ISMA in a real 
practice, the unaccounted force components can be  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  Consistent phases with respect to every impact applied (for interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article)  

Fig. 2  Inconsistent phases with respect to every impact applied (for interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article) 
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more dominant than the response due to impact. 
Thus, it is essential to use exponential windowing in 
performing the dual task as it can (1) eliminate or 
minimize leakage due to truncated response signal 
on a lightly damped structure and (2) filter out all the 
responses contributed by the unaccounted forces, 
i.e., the cyclic load component in a time block. In the 
simulation, an exponential windowing function with 
a decay rate of 3 rad/s was applied to minimize leak-
age due to truncated response signal and to attenuate 
signals of a non-synchronous cyclic load component 
with respect to the impact, the harmonics, and noises 
to zero at the end of each time record window block 
as in real conditions. The effect of phase synchroni-
zation in ISMA is studied and evaluated by compar-
ing both the time and frequency responses of the 
averaged superimposed responses with the bench-
marked response due to impact. Note that the reduc-
tion of frequency response magnitudes at the first 
and second natural peaks and the cyclic load compo-
nent are defined by the percentage of improvement. 

3.2  Experimental modal testing 

The assessment of the phase synchronization ef-
fect in modal testing during operation was performed 
on a laboratory motor-driven structure (Fig. 3) at 
20 Hz with four averages. The block size and sampling 
rate used were 4096 samples and 2048 samples/s, 
respectively. This yields a data acquisition time of 
2 s and a frequency resolution of 0.5 Hz. Data were 
obtained by using a data acquisition system together 
with an impact hammer exciting the point of interest 
(i.e., point 2 in Fig. 3), and an accelerometer was 
used to measure the response due to impact. ISTA 
was used to filter out the non-synchronous disturb-
ances, which were the responses due to cyclic load 
and extraneous noise. The acquired time signals, i.e., 
impact forces and responses due to impacts, were 
then post-processed in ME’scopeVES to generate an 
FRF estimation. The FRF’s estimation for operation 
at 20 Hz was presented in four scenarios: (1) con-
sistent phase condition for all impacts, (2) consistent 
phase condition for certain impacts, (3) inconsistent 
phase condition for all impacts (ideal case), and (4) 
inconsistent phase condition for all impacts. Note 
that scenarios 2 and 4 are commonly obtained when 
a manual impact hammer is used. FRF estimation for 
a complete shutdown of the system was used as the 

benchmark data. The estimated FRFs were than 
compared for both consistent and inconsistent phase 
conditions with the benchmark data, in order to 
evaluate the effect of phase synchronization in mod-
al testing during operation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4  Validation results and discussion 

4.1  Simulation 

4.1.1  Consistent phase condition 

In the first simulation, the phase of response 
due to impacts is designed to be consistent with the 
phase of response due to cyclic load in every impact 
applied. Because of phase synchronization, the unac-
counted force components which contain the same 
frequency as the response due to impacts are domi-
nant and could not be filtered out. In this case, only 
the noises are eliminated after 30 averages. The line-
ar superimposition of response due to impact and 
periodic response due to cyclic load remain domi-
nant (Fig. 4). When the time response is transformed 
to the frequency domain, the superimposed frequen-
cy response remains the same from the beginning to 
the end of the average, in which the cyclic load 
component is dominant and covers up the response 
due to the impact component (Fig. 5). In this case, 
only the superimposed frequency response is 
smoothed where the noises are diminished. The 
dominant peak cannot be diminished after 30 aver-
ages even when ISTA is used. From Table 1, the 
frequency response amplitude improvement of less 

Fig. 3  Motor-driven test rig 
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than 1% even after 30 averages shows that it is not 
efficient in eliminating the cyclic load component 
when the phase is consistent with every impact ap-
plied. This quantitative assessment also shows that 
there is little correlation between averaged and 
benchmarked frequency responses. In short, the 
phase angle with respect to impact is an important 
parameter in ISMA. 

4.1.2  Inconsistent phase condition 

In another simulation, impacts are designed by 
ensuring that the phase angles of the dominant peri-
odic responses of the cyclic load with respect to im-
pact are not consistent in every time record window 
block. Fig. 6a shows the responses generated when  
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

each time block acquisition is triggered by the im-
pact at the beginning of an average. Superimposed 
responses are dominant because of the dominance of 
the periodic response due to cyclic load in the begin-
ning when ISTA is to take place. When all of these 
time blocks are averaged in the time domain, the 
averaged time block (Fig. 6b) reveals that the re-
sponse due to cyclic load is filtered out, maintaining 
the response due to impact after taking five averages. 
The averaged superimposed responses are identical 
with the benchmarked response due to impact. Note 
that there is still some random ambient noise as the 
number of averages used is relatively small for re-
moving all the noises. Meanwhile, in the frequency 
domain, in the beginning of averaging, the cyclic  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1  Closeness of averaged superimposed frequency response to the benchmarked frequency response 

Number of 
averages 

Amplitude difference at 20 Hz (m/s2) Improvement (%) 

Consistent phase Inconsistent phase Consistent phase Inconsistent phase 

1 0.33 813 0.17 426 − − 
5 0.33 712 0.00 265 0.30 98.48 
30 0.33 596 0.00 212 0.64 98.78 

Fig. 4  Time responses at 20 Hz for consistent phase condition (for the references to color in this figure legend, the read-
er is referred to the web version of this article): (a) one average; (b) thirty averages with less than 1% improvement 

Fig. 5  Frequency responses for consistent phase condition (for the references to color in this figure legend, the reader is 
referred to the web version of this article): (a) one average; (b) thirty averages with less than 1% improvement 
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load and noise components are dominant and they 
cover up the response due to the impact component 
(Fig. 7). After taking just five averages, the cyclic 
load and noise components are totally eliminated, 
leaving a smooth superimposed frequency response 
which is identical to the benchmarked frequency 
response generated purely by impact. The non-
synchronous response components which contain 
even the same frequency as the component of the 
response due to impact are diminished when the 
phase is not consistent with respect to every impact 
signature.  

The quantitative assessment in Table 1 shows 
98.48% of improvement (i.e., reduction in frequency 
response amplitude at 20 Hz) by eliminating the non-
synchronous components after taking five averages. 
The frequency response after five averages shows 
very good correlation with the benchmarked result. 
Even if the phase angle of the response due to cyclic 
load with every impact applied remains inconsistent 
after 30 averages, the improvement of frequency  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

response amplitude remains, i.e., 98.78%, and the 
averaged superimposed frequency response also re-
mains identical with the benchmarked response due 
to impact. 

4.2  Experimental modal testing 

4.2.1  Scenario 1: consistent phase condition for all 
impacts 

It is worth mentioning that although the possi-
bility that a consistent phase condition occurs be-
tween the response due to impact and the response 
due to cyclic load is small, it is not totally impossible 
in modal testing using an impact hammer. Lack of 
knowledge and control of the impact with respect to 
the phase angle of the cyclic load is one of the limi-
tations when carrying out ISMA using an impact 
hammer. Fig. 8 shows four responses due to impacts 
from modal testing for the first modal testing. It is 
observed that at the 100 pre-trigger samples phase 
position, the phases of the four responses due to im-
pacts are consistent with the phase of the response  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6  Time responses at 20 Hz for inconsistent phase condition (for the references to color in this figure legend, the 
reader is referred to the web version of this article): (a) one average; (b) five averages with 98.48% improvement 

Fig. 7  Frequency responses for inconsistent phase condition (for the references to color in this figure legend, the reader 
is referred to the web version of this article): (a) one average; (b) five averages with 98.48% improvement 
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due to the cyclic load in every impact applied. In 
FRF estimation in Fig. 9, it is observed that the har-
monic component at 20 Hz is not filtered out even 
when ISTA is used. The percentage differences for 
the frequency response amplitude between the 
benchmark and the consistent phase condition at the 
first and second natural peaks are large, i.e., 66.37% 
and 95.29% at the first and second natural peaks 
(Table 2). From Table 3, frequency response ampli-
tude improvements of less than 5% even after four  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

averages at the first, the second natural peaks, and 
the first harmonic at 20 Hz show that it is not effi-
cient in eliminating the cyclic load component when 
the phase is consistent with every impact applied. 

4.2.2  Scenario 2: consistent phase condition for cer-
tain impacts 

A more common scenario obtained when per-
forming modal testing using a manual impact ham-
mer on an operating system is presented in scenario 2. 
For scenario 2, it is observed that only the third aver-
age is synchronized with the fourth average (Fig. 10). 
Qualitatively, a slight decrease of frequency  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3  Frequency response amplitude differences at the first, the second natural peaks, and 20 Hz between the first 
and the total four averages for the consistent phase condition 

Frequency response amplitude (m/(s2·N)) 

Number of 
averages 

First natural peak  Second natural peak 20 Hz harmonic 
Scenario 1 Scenario 2  Scenario 1 Scenario 2 Scenario 1 Scenario 2

1 0.761 0.844  0.930 0.825 4.030 4.030 

4 0.762 0.759  0.912 0.756 3.830 2.680 

Improvement (%) 

Number of 
averages 

First natural peak  Second natural peak 20 Hz harmonic 
Scenario 1 Scenario 2  Scenario 1 Scenario 2 Scenario 1 Scenario 2

1 − −  − − − − 

4 −0.13 10.07  1.94 8.36 4.96 33.50 

Table 2  Frequency response amplitude differences at the first and the second natural peaks between the benchmark 
and the consistent phase condition with four averages 

Natural peak 
Frequency response amplitude (m/(s2·N)) Percentage of difference (%)

Benchmark Scenario 1 Scenario 2  Scenario 1 Scenario 2

First 0.458 0.762 0.759  66.37 65.72 
Second 0.467 0.912 0.756  95.29 61.88 

Fig. 8  Consistent phase condition at 100 pre-trigger 
samples phase position of response due to impact for 
scenario 1 
(a) The first average; (b) The second average; (c) The third 
average; (d) The fourth average 

Fig. 9  FRF estimation for scenario 1 (for the references 
to color in this figure, the reader is referred to the web 
version of this article) 
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amplitude at 20 Hz harmonic frequency is expected. 
It is observable in Fig. 11 after performing four aver-
ages. The percentage differences for frequency re-
sponse amplitude between the benchmark and the 
consistent phase condition at the first and the second 
natural peaks are large, i.e., 65.72% and 61.88% at 
the first and the second natural peaks, respectively 
(Table 2). From Table 3, the frequency response am-
plitude shows better improvement especially at 20 Hz, 
and records a value of 33.50% after four averages. 
The improvement in scenario 2 is due to the fact that 
only two averages are synchronized with the cyclic 
load component.  

It should be noted from scenarios 1 and 2 that 
the number of impacts which have consistent phase 
with the cyclic load component can significantly 
influence the FRF estimation. Recall that the im-
provement of less than 5% at the harmonic frequency  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

of 20 Hz for scenario 1 is because all the impacts are 
synchronized with the cyclic load component where-
as scenario 2 can achieve an improvement of 33.50% 
because only two averages are synchronized with the 
cyclic load component, i.e., the third and the fourth 
averages. Generally, during the consistent phase 
condition, the response from the cyclic load will 
dominate and disturb the natural peak which is close 
to it, i.e., the second natural peak, so that it leads to 
improper identification of the mode. 

4.2.3  Scenario 3: inconsistent phase condition for all 
impacts (ideal case: cyclic load components cancel-
ing each other out) 

Fig. 12 shows four responses due to impacts 
from modal testing. It is observed that at the 100 pre-
trigger samples phase position, the phases of the four 
responses due to impacts are inconsistent with the 
phase of the response due to cyclic load for every 
impact applied. In FRF estimation in Fig. 13, it is 
observed that the harmonic component at 20 Hz is 
filtered out when ISTA is used. The percentage dif-
ferences for the frequency response amplitude be-
tween the benchmark and the inconsistent phase 
condition at the first and the second natural peaks are 
comparatively small, i.e., 23.80% and 10.49% at the 
first and the second natural peaks, respectively (Ta-
ble 4). The quantitative assessment in Table 5 shows 
38.97%, 54.91%, and 95.22% of improvements in 
frequency response amplitude at the first, the second 
natural peaks, and the first harmonic at 20 Hz by 
eliminating the non-synchronous components after 
taking four averages. The excellent improvement in 
the result is due to the fact that the cyclic load com-
ponents cancel each other out during ISTA for (1) 
the first and the third averages and (2) the second 
and the fourth averages, leaving behind the desired 
response due to impact (Ong et al., 2015).  

4.2.4  Scenario 4: inconsistent phase condition for all 
impacts  

Scenario 3 is an ideal case, and a more relevant 
condition commonly achieved by a manual impact 
hammer (i.e., scenario 4) is presented in this subsec-
tion. As shown in Fig. 14, at the 100 pre-trigger 
samples phase position, the phase of the response due 
to impacts is inconsistent with the phase of responses 
due to the cyclic load component. Qualitatively,  

Fig. 10  Consistent phase condition at 100 pre-trigger 
samples phase position of response due to impact for 
scenario 2 
(a) The first average; (b) The second average; (c) The third 
average; (d) The fourth average 

Fig. 11  FRF estimation for scenario 2 (for the references 
to color in this figure, the reader is referred to the web 
version of this article) 
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an obvious decrease of frequency amplitude at the 
20 Hz harmonic frequency can be seen in Fig. 15. It 
is observed that the percentage differences for the 
frequency response amplitude between the bench-
mark and the inconsistent phase condition at the first 
and the second natural peaks are slightly higher than 
that in scenario 3 (Table 4). From Table 5, the fre-
quency response amplitude also shows better im-
provement compared to the consistent phase condi-
tion especially at 20 Hz, and records a value of 
74.75% after four averages. However, the cyclic load  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

component is not totally filtered out in this case as 
the number of averages used is very small. It is be-
lieved that high number of averages which satisfy 
the inconsistent phase condition requirement would 
yield a better FRF estimation. Also, it is worth men-
tioning that the second natural peak experiences a 
higher percentage of improvement for scenarios 3 
and 4 compared to the first natural peak as this mode 
is closer to the harmonic frequency of 20 Hz.  

Recall that the percentage of improvement at a 
harmonic frequency of 20 Hz is higher in scenario 3  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4  Frequency response amplitude differences at the first and the second natural peaks between the benchmark 
and the inconsistent phase condition with four averages 

Natural peak 
Frequency response amplitude (m/(s2·N)) Percentage of difference (%)

Benchmark Scenario 3 Scenario 4 Scenario 3 Scenario 4

First 0.458 0.567 0.578 23.80 26.20 
Second 0.467 0.418 0.336 10.49 28.05 

Fig. 12  Inconsistent phase condition at 100 pre-trigger 
samples phase position of response due to impact for 
scenario 3 
(a) The first average; (b) The second average; (c) The third 
average; (d) The fourth average 

Fig. 14  Inconsistent phase condition at 100 pre-trigger 
samples phase position of response due to impact for 
scenario 4 
(a) The first average; (b) The second average; (c) The third 
average; (d) The fourth average 

Fig. 15  FRF estimation for scenario 4 (for the references 
to color in this figure, the reader is referred to the web 
version of this article) 

Fig. 13  FRF estimation for scenario 3 (for the references 
to color in this figure, the reader is referred to the web 
version of this article) 
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compared to scenario 4, although both scenarios sat-
isfy the condition of inconsistent phase between the 
response due to impact and the response due to cy-
clic load component. However, scenario 3 presents 
an additional benefit in that the cyclic load compo-
nents tend to cancel each other out during ISTA, 
leaving behind the desired response due to impact. 
Nevertheless, both scenarios indicate the importance 
of the phase synchronization effect, i.e., inconsistent 
phase condition, in modal testing during operation 
with the minimum number of averages to eliminate 
the unaccounted force components. 

 
 

5  Conclusions 
 
The study on phase synchronization effect in 

ISMA using virtual instrument simulation and exper-
imental modal testing has demonstrated the im-
portance of phase angle with respect to impact in 
determination of dynamic characteristics. Synchro-
nization of phases between impacts and the periodic 
response of the cyclic load should be avoided to en-
hance the effectiveness of ISMA. A small number  
of averages are sufficient to eliminate the non-
synchronous components with 98.48% (simulation), 
74.75% (scenario 4), and 95.22% (scenario 3) of 
improvement when every impact applied is not con-
sistent with the phase angles of periodic response 
due to cyclic load. 

Also, an improvement of 95.22% in scenario 3 
which is much higher than that in scenario 4 indi-
cates that there is probably a relationship between 
the phase angle of the cyclic load component and the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

impact applied. Thus, future work can be proposed 
to further investigate this relationship with the aid of 
a portable calibrated auto-impact excitation device. 
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中文概要 
 

题 目：相位同步对工况下模态测试的影响评估分析 

目 的：通过研究证明激励信号的相位信息对同步激励

模态分析的重要性：当各激励信号的相位信息

非一致时，采用较少次数的时间平均即可实现

对非激励-响应信号的滤除。 

创新点：通过对比采用一致相位激励信号和非一致相位

激励信号下的频率响应函数，证明了当各激励

信号的相位信息非一致时，采用较少次数的时

间平均足以实现对非激励-响应信号的滤除。 

方 法：基于非一致相位信号的同步激励模态分析法。 

结 论：基于同步激励时间平均技术，通过对比采用一

致相位激励信号和非一致相位激励信号下的频

率响应函数，证明了当各激励信号的相位信息

非一致时，采用较少次数的时间平均足以实现

对非激励-响应信号的滤除。在仿真试验中，非

同步信号成分的滤除效果提升了 98.48%；模态

分析试验中，滤除效果提升了 95.22%。 

关键词：实验模态分析；振动；同步激励模态分析；同

步激励时间平均；模态试验；相位同步 

 
 


