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Abstract: A fundamental task for mobile robots is simultaneous localization and mapping (SLAM). Moreover,
long-term robustness is an important property for SLAM. When vehicles or robots steer fast or steer in certain
scenarios, such as low-texture environments, long corridors, tunnels, or other duplicated structural environments,
most SLAM systems might fail. In this paper, we propose a novel robust visual inertial light detection and ranging
(LiDaR) navigation (VILN) SLAM system, including stereo visual-inertial LiDaR odometry and visual-LiDaR loop
closure. The proposed VILN SLAM system can perform well with low drift after long-term experiments, even when
the LiDaR or visual measurements are degraded occasionally in complex scenes. Extensive experimental results show
that the robustness has been greatly improved in various scenarios compared to state-of-the-art SLAM systems.
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1 Introduction

Simultaneous localization and mapping
(SLAM) is still a challenging problem for long-term
autonomous mobile robots because the real world is
full of highly dynamic, unstructured, and complex
scenarios. In recent decades, numerous outstanding
SLAM frameworks have been developed. For sparse
visual SLAM, MonoSLAM (Davison et al., 2007)
is the first real-time mono-SLAM system that is
based on extended Kalman filter (EKF). Parallel
tracking and mapping (PTAM) (Klein and Murray,
2007) is the first SLAM system that features parallel
tracking and mapping. It adopts, for the first time,
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bundle adjustment to optimize and implement the
concept of keyframes. For semi-dense visual SLAM,
Engel et al. (2014) proposed a novel direct tracking
method, namely large-scale direct monocular SLAM
(LSD-SLAM), which operates on Lie algebra and
the direct method. SVO (Forster et al., 2014) is a
technique of semi-direct visual odometry. It uses
sparse model-based image alignment to obtain a
high speed. Engel et al. (2018) proposed direct
sparse odometry (DSO), a direct and sparse method
that does not detect any feature points. For dense
visual SLAM, dense tracking and mapping (DTAM)
(Newcombe et al., 2011) is a technique involving
a novel non-convex optimization framework that
reconstructs a three-dimensional (3D) model in
real time. Kerl et al. (2013) proposed a dense
visual SLAM method for RGB-D cameras, namely
DVO, which uses an entropy-based similarity
measure for keyframe selection and loop closure
detection based on the g2o framework. For the
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light detection and ranging (LiDaR) SLAM frame-
work, Gmapping (Grisetti et al., 2007) is a SLAM
system based on Rao-Blackwellization particle
filter (RBPF), which is the most used SLAM
package in robots. KartoSLAM (Konolige et al.,
2010) is a graph-based SLAM system, which uses
large pose-graph optimization called sparse pose
adjustment (SPA). Deschaud (2018) presented a
scan-to-model matching framework, implicit moving
least squares (IMLS)-SLAM, which yields low-drift
results and uses only 3D LiDaR data. For LiDaR
and visual fusion SLAM systems, Xu et al. (2018)
proposed a robust indoor SLAM by switching mode
and data fusion, which uses RGB-D cameras and
two-dimensional (2D) low-cost LiDaR measure-
ments. However, none of the above approaches have
been able to solve the problem of long-term robust
running in certain scenarios, such as low-texture
environments, long corridors, tunnels, or other
duplicated structural environments.

Specifically for long-term robustness, Zhao HJ
et al. (2008) proposed a method of SLAM in a dy-
namic large outdoor environment using a laser scan-
ner. They found that the method is very time-
consuming for tracking many static or moving ob-
jects. Sünderhauf et al. (2013) described a novel
concept of learning to predict systematic changes in
the appearance of environments and then, by us-
ing this learned knowledge, to predict its appearance
under different environmental conditions. However,
it requires the learning of different vocabularies for
discrete sets of environmental conditions. Zhang and
Singh (2015) proposed a general framework, termed
vision-LiDaR odometry and mapping (V-LOAM),
which combines visual odometry and LiDaR odom-
etry. The method starts with visual odometry and
fine-tunes motion estimation and point cloud regis-
tration at the same time by scan matching based
LiDaR odometry, which does not perform well for
continuous darkness. Further, it uses consecutive
frames to estimate poses, which can hardly build
maps for reuse or long-term running. Hemann et al.
(2016) have presented a method that tightly cou-
ples the measurements of the inertial measurement
unit (IMU) and accumulates the LiDaR heightmap
in the form of an error-state Kalman filter. How-
ever, duplicated structural environments, such as
long corridors or tunnels, might cause long-term ro-
bustness problems. ORB-SLAM2 (Mur-Artal and

Tardós, 2017), which is a complete SLAM system for
monocular, stereo, and RGB-D cameras, might not
run for a long period in low-texture environments.
A cloud-based real-time outsourcing localization ar-
chitecture has been proposed by Zhu et al. (2017)
to allow a ground mobile robot to identify its loca-
tion relative to a road network map and reference
images in the cloud, which heavily depends on the
quality of the network. Banerjee et al. (2019) pro-
posed a method for pruning views in a visual SLAM
system to maintain its speed and accuracy for long-
term use. However, the rapid steering of vehicles or
robots with visual sensors might cause the images
to be blurred. Moreover, the visual sensors might
be over-exposed by sudden light changes, e.g., when
the vehicles come out of a tunnel. These complex
situations might hinder the system from long-term
running. Shao et al. (2019) presented a stereo vi-
sual inertial LiDaR SLAM using the iterative closest
point (ICP) to refine loop closure, which can easily
fail when the initial parameters are not appropri-
ate. Kim et al. (2019) presented a robust year-round
localization performance even when the learning oc-
curs in just a single day. However, in new scenarios,
the algorithm needs to learn the whole environment
again.

Recently, to solve the long-term SLAM prob-
lem in dynamic complex scenarios, some researchers
have studied deep learning based technologies that
could introduce semantic information for the SLAM
system. Zhao ZR et al. (2019) labeled the point
clouds with semantic segmentation information, but
there was no improvement in accuracy and long-term
robustness. Patel et al. (2019) used semantically en-
hanced feature matching and visual-inertial bundle
adjustment to improve the long-term robustness of
odometry, especially in feature-sparse environments,
but this is not suitable for outdoor environments.
Nair et al. (2020) designed a monocular multi-body
SLAM system to perform dynamic multi-object and
ego localization in a unified framework in metric
scale. However, the end-to-end network structure
is not conducive to the integration of heterogeneous
data (Wang et al., 2020) to improve the long-term
robustness, and most deep learning SLAM systems
(e.g., those in Lee et al. (2020) and Wagstaff et al.
(2020)) can hardly balance accuracy, efficiency, and
long-term running compared with traditional SLAM
systems. Therefore, in this study, a novel SLAM
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system is proposed to achieve long-term running and
high robustness, as well as good accuracy in various
real-time scenarios.

In this paper, we propose a robust visual inertial
LiDaR navigation (VILN) SLAM framework, which
includes tightly coupled stereo visual-IMU, loosely
coupled LiDaR odometry, a LiDaR enhanced visual
loop closure system, and a LiDaR and vision fused
map. By combining the LiDaR point cloud and im-
age feature (oriented FAST (features from acceler-
ated segment test), rotated BRIEF (binary robust
independent elementary features), or ORB (oriented
FAST and rotated BRIEF)) points as constraints, we
use the graph optimization method to optimize the
robot pose. Meanwhile, the bag of words (BoW)
based on ORB features and the grid scan-match
based on the LiDaR point cloud are involved in loop
closure detection, and then the LiDaR grid map is
further optimized. In the end, a fused map including
both the LiDaR grid and visual features is estab-
lished which could perform well with low drift after
long-term experiments based on relocalization.

The main contributions of our work are as
follows:

1. A novel robust VILN SLAM framework is
proposed. It provides fused loop closure correction
and real-time accurate state estimation.

2. A robust visual-IMU-LiDaR odometry is pro-
posed. It provides long-term robustness in low-
texture environments and duplicated structural envi-
ronments. Moreover, it is validated when the vehicle
or robot steers fast or the visual sensors are over-
exposed by light changes.

3. A LiDaR enhanced visual loop closure system
is presented. It uses visual BoW and LiDaR scan for
mapping, which is more robust than ICP and can de-
tect and correct the loop even in low-texture environ-
ments or duplicated structural environments. It will
reduce the cumulative error, improve the position-
ing accuracy, and guarantee robust and long-term
running.

4. A LiDaR and vision fused map is established
which contains only the ORB feature points and Li-
DaR submap and can easily run for a long term with
low drift by relocalization.

2 VILN SLAM framework

We develop our framework under tightly cou-
pled visual-IMU and loosely coupled LiDaR fu-
sion. We use the raw IMU measurements and pre-
integration method with visual and LiDaR measure-
ments to optimize the states of the whole system,
which could work well in vision or LiDaR degraded
cases or when the motions are fast. To the best of our
knowledge, our framework is one of the few visual-
IMU-LiDaR fusion algorithms that can run in com-
plex environments and exhibit long-term robustness.

VILN SLAM consists of three major systems,
i.e., stereo visual inertial odometry (VIO), a visual-
LiDaR mapping system, and a LiDaR enhanced vi-
sual loop closure system. Fig. 1 shows the complete
framework of VILN SLAM. The stereo VIO consists
of a visual frontend and a backend optimizer. The vi-
sual frontend performs frame-to-frame tracking and
stereo matching and then outputs stereo matches
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Fig. 1 Overview of the VILN SLAM framework
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as visual measurements. The backend optimizer
takes the stereo matches and IMU measurements and
performs both IMU pre-integration and tightly cou-
pled smoothing over a pose graph. When VILN
SLAM is configured to perform LiDaR feedback,
the pose graph has one additional constraint added,
which is the pose between the factors formulated
from the LiDaR mapping poses. The VIO back-
end optimizer outputs the pose estimate at both the
IMU rate and camera rate in real time. In addition,
we use a novel scan-matching method in the LiDaR
mapping system. It uses the motion estimate from
the VIO and performs LiDaR scan to map registra-
tion. The LiDaR enhanced visual loop closure sys-
tem conducts visual loop detection and initial loop
constraint estimation, which is further validated by
random sample consensus (RANSAC) geometric ver-
ification and refined by point cloud alignment. A
global pose graph constraining all LiDaR poses is op-
timized incrementally to obtain a globally corrected
trajectory and LiDaR pose correction in real time
once there is a loop. These optimized poses are sent
back to the LiDaR mapping module for map update
and relocalization. In the post-processing stage, us-
ing the LiDaR scans relative to the best LiDaR pose
estimate yields the mapping results.

3 Stereo visual inertial odometry

3.1 Hybrid visual frontend

Visual frontend performs frame-to-frame fea-
ture tracking and stereo matching for generating a
set of stereo-matched sparse feature points, namely,
stereo matches. The frame-to-frame tracking perfor-
mance directly affects the quality of temporal con-
straints. Stereo matching is important for establish-
ing the system and generating high-quality matches
to constrain the scale. These two tasks are impor-
tant for the stereo visual frontend. Traditionally,
the feature-based visual frontend performs both of
the tasks in the descriptor space. However, we ob-
serve that this method is sensitive to parameter tun-
ing and is time-consuming. More importantly, this
method does not use the prior information (the previ-
ous frame) in the tracking task. We use the Kanade–
Lucas–Tomasi (KLT) feature tracker (Forster et al.,
2014) to track all the feature points of the previous
stereo matches, in either the left or the right image.

We have a tracked stereo match, and it is pushed into
the output when they are both tracked. We still use
feature-based methods for the stereo-matching task,
as they are better while handling large baselines than
KLT. Hence, the system that combines the direct and
feature-based methods becomes a hybrid of the two.

3.2 Backend optimizer

Providing real-time locally consistent state esti-
mate at a relatively high frequency is the goal of the
backend optimizer, which will be served as the mo-
tion model for the LiDaR mapping algorithm. It will
be a good trade-off between accuracy and efficiency
when we use a tightly coupled fixed-lag smoother to
operate on a pose graph. Since a fixed-lag pose graph
optimizer bounds the maximum number of variables,
the computation cost is bounded. Another advan-
tage of formulating the problem as a pose graph op-
timization problem is that it unifies different kinds
of observations into the factor representation. This
simplifies the procedure of adding new sensor inputs
or constraints into the optimization problem.

The proposed VIO has the IMU pre-integration
factor and structureless vision factor as constraints.
The pose-graph formulation is shown in Fig. 2. Vari-
ables to be optimized are the states inside the win-
dow. Denote St as the state variable at the stereo
frame time t:

St
.
= [ξt,vt, b

a
t , b

g
t ], (1)

where ξt is the six-degree-of-freedom (6-DoF) sys-
tem pose (IMU-centered robot pose at time t), vt is
the associated linear velocity, and bat and bgt are the
accelerometer bias and gyroscope bias, respectively.
The window of state variables being estimated is of
the most recentN stereo frames. Past state variables
are marginalized, producing prior factors on related
variables.

3.2.1 IMU pre-integration factor

We generate relative IMU measurements be-
tween Si and Sj through the IMU pre-integration
method (Forster et al., 2017). Optimization of re-
linearization can be performed efficiently by IMU
pre-integration. We denote rI

ij as the residual of
the IMU pre-integration factor, which contains three
terms: the residual of pose r�ξij , velocity r�vij , and
bias r�bij .
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IMU pre-integration factor
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Fig. 2 Pose-graph formulation in the visual inertial
odometry: (a) the state to be marginalized is crossed;
(b) after marginalization, prior factors are added back
on the related variables (Shao et al., 2019). Refer-
ences to color refer to the online version of this figure

3.2.2 Structureless vision factor

We model visual measurements in a structure-
less fashion, as in the work of Shao et al. (2019).
The benefits are two-fold. First, the computational
cost is bounded, since the variable size is bounded
to be the sliding window size at any point in time.
Second, it is easier to manage the landmark vari-
ables. Consider a landmark p, whose position in the
global frame is xp ∈ R

3, which is observed by mul-
tiple states. Denote the set of states observing p as
{S}p. For any state Sk in {S}p, denote the residual
formed by measuring p in the left camera image as
rV
ξk,lc,p

:

rV
ξk,lc,p

= zξk,lc,p − h(ξk,lc,xp), (2)

where ξk,lc is the left camera pose, obtained by ap-
plying an IMU-camera transformation to ξk, zξk,lc,p

is the pixel measurement of p in the image, and
h(ξk,lc,xp) encodes a perspective projection. We de-
rive the residual for the right camera image in the
same way. Since an iterative method is required for
optimizing the pose graph, it is necessary to linearize
the above residual. The following equation shows the
linearized residuals for landmark p:

∑

Sp

‖Fkpδξk +Ekpδxp + bkp‖2, (3)

where the Jacobians Fkp, Ekp, and the residual er-
ror bkp are the results from linearization and are
normalized by Σ

1/2
C , the visual measurement covari-

ance, and δ represents the tangent space. Then, we
have the following:

‖rV
p ‖2ΣC

= ‖Fpδξk +Epδxp + bp‖2. (4)

To avoid optimizing over xp, the residual is pro-
jected into the null space of Ep: Premultiply each
term by Qp

.
= I − Ep(E

T
p Ep)

−1ET
p , an orthogonal

projector of Ep. Then we have the structureless vi-
sion factor for landmark p as follows:

‖rV
p ‖2ΣC

= ‖QpFpδξk +Qpbp‖2. (5)

3.2.3 Optimization and marginalization

The pose graph optimization is a maximum a
posteriori (MAP) problem, whose optimal solution
is

S∗
W =argmin

S∗
W

(‖r0‖2Σ0
+
∑

i∈W

‖rI
i(i+1)‖2ΣI

+
∑

p

‖rV
p ‖2ΣC

),

(6)
where S∗

W is the set of state variables inside the
window, r0 and Σ0 are the prior factors and their
associated covariance, respectively, and ΣI is the
covariance of the IMU measurements. The initial
guess is given by the frontend pose estimation in
Section 3.1, and the Levenberg–Marquart (LM) op-
timizer and Schur-complement marginalization (Sib-
ley et al., 2010) are applied to solve the nonlinear
optimization problem.

4 Visual LiDaR fused map and loop
closure

In this part, we introduce a visual-IMU-LiDaR
fused mapping method, as well as a fast loop clos-
ing approach via the map. We use the VIO poses
output from a high-rate IMU as the motion prior to
performing 3D LiDaR scan to map registration.

4.1 LiDaR scan distortion correction

First, since LiDaR scan points are time-stamped
differently, we need to correct the motion distortion
of 3D LiDaR point clouds. Denote any time within a
scan as ti. We correct the distortion of all points to
the time of end of scan tk+1 based on the IMU rate
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VIO poses. Denote a LiDaR point at ti as Pi and
the undistorted point itself as P̃i; we have

P̃i = (T L
k+1)

−1T L
i Pi, (7)

where T L
k+1 and T L

i are pose transformation matrices
of the (k + 1)th and ith frames of LiDaR from the
closest VIO poses of the high-rate IMU, respectively.

4.2 Scans and submaps

In our approach, each consecutive scan is
matched against a small chunk of the world, called
a submap M , using a nonlinear optimization that
aligns the scan with the submap. We build a differ-
ent submap from the best submap building method
so far (Hess et al., 2016). Submap construction
is an iterative process of repeatedly aligning scan
and submap coordinate frames, further referred to
as frames. With the origin of the scan at 0 ∈ R

3,
we now write the information about the scan points
as H = {hk}k=1,2,...,K ,hk ∈ R

3. The pose ξ of the
scan frame in the submap frame is represented as the
transformation Tξ, which rigidly transforms the scan
points from the scan frame into the submap frame,
defined as follows:

Tξp = Rξp+ tξ, (8)

where Rξ is a 3× 3 rotation matrix and tξ is a 3× 1

translation vector.
A few consecutive scans are used to build a

submap. These submaps take the form of Eu-
clidean distance (Maurer et al., 2003) grids M :

rZ× rZ× rZ → [0, dmax], which maps from discrete
grid points at a given resolution r, e.g., 0.05 m, to
values.

Whenever a scan is to be inserted into the Eu-
clidean distance grid, the relative Euclidean distance
submap needs to be computed once. We call a dis-
crete grid a 3D binary image, which is a function
I from the elements of an n1 × n2 × n3 array to
{0,1}, where “1” represents that at least one point
is in the r × r × r grid (voxel). Voxels of value “0”
and “1” are called background voxels and foreground
feature voxels (FVs), respectively. For the Euclidean
distance metric, the distance transform (DT) of an
image I is an assignment to each voxel x of the dis-
tance between x and the closest feature voxel (CFV)
in I. For example, in Fig. 3 for the 2D case, we
transform a 10× 10 binary image to values in [0, 5].

In addition, in Fig. 4, we transform a reference scan
to the Euclidean distance grid whose values are in
[0, 10].
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Fig. 3 Transforming a binary image to the Euclidean
distance grid

4.3 Three-dimensional Euclidean distance
scan matching

The scan pose ξ is optimized relative to the
current local submap using a novel scan matcher,
which we call the Euclidean distance scan matcher.
The scan matcher is responsible for finding a scan
pose that minimizes the Euclidean distance in the
submap. We cast this as a nonlinear least squares
problem:

argmin
ξ

K∑

k=1

M(Tξhk), (9)

where Tξ transforms hk from the scan frame to the
submap frame according to the scan pose. The func-
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Fig. 4 The reference 2D scan (top) and the result-
ing Euclidean distance grid (r = 0.05 m, dmax = 10)
(bottom)

tion M : R3 → R is the value in the local Euclidean
distance submap of the scan point.

This is a local optimization; hence, good ini-
tial estimates are required. A VIO in Section 3
can be used to estimate the pose between LiDaR
scan matches. Now we illustrate the scan matching
method in detail. We are interested in the optimal,
pixel-accurate match:

ξ∗ = arg min
ξ∈W

K∑

k=1

Mnearest(Tξhk), (10)

where W is the search window and Mnearest is M

extended to all of R3 by rounding its arguments to
the nearest grid point first, i.e., extending the value
of a grid point to the corresponding pixel.

We compute an integral number of steps that
could cover the given linear and angular search
window sizes, e.g., Wx = Wy = Wz = 0.2 m,
Wrx = Wry = Wrz = 4◦, and the angular step size
δθ = 0.2◦.

wx =
Wx

r
, wy =

Wy

r
, wz =

Wz

r
,

wrx =
Wrx

δθ
, wry =

Wry

δθ
, wrz =

Wrz

δθ
,

(11)

where rx, ry, and rz are the roll, pitch, and yaw an-
gles, respectively. In addition, a finite search window
set W is created around an estimate ξ0 placed in its

center:

W = {−wx, . . . , wx} · {−wy, . . . , wy}
·{−wz, . . . , wz} · {−wrx , . . . , wrx}
·{−wry , . . . , wry} · {−wrz , . . . , wrz},

W = {ξ0 + (rjx, rjy , rjz , δθjrx , δθjry , δθjrz) :

(jx, jy, jz, jrx , jry , jrz) ∈ W}.
(12)

We use Algorithm 1 to find ξ∗. A multi-level
resolution implementation is used to accelerate the
algorithm. Since the ICP algorithm is more sensitive
to noise (Rusinkiewicz and Levoy, 2001), and our
method is more robust to sensor noise because of the
involvement of submaps and the Euclidean distance
grid, our scan matcher is more robust and stable.

Algorithm 1: Scan matching
best_score← +∞
for (jx, jy , jz , jrx , jry , jrz ) ∈ W do

score←∑K
k=1 Mnearest(Tξ0+Δξhk)

Δξ = (rjx, rjy, rjz, δθjrx , δθjry , δθjrz )

if score < best_score then
match← ξ0 +Δξ

best_score← score

return best_score and match

4.4 Loop closure

Since scans are matched only against a submap
and the VIO matches only a few recent keyframes,
the approach above will accumulate errors. The ac-
cumulated error is small for only a few consecutive
scans and visual frames.

Recognizing the past places and adding loop
pose constraints to the pose graph can effectively
reduce the cumulative error and improve the posi-
tioning accuracy. LiDaR SLAM systems are often
unable to detect the loop effectively in certain sce-
narios, since LiDaR scans can describe only the en-
vironment structure, which usually lacks unique fea-
tures of the scene. Indeed, there may be multiple
scenes that have very similar LiDaR scans to be rec-
ognized, such as long corridors and office areas with
similar structures. However, the rich visual textures
can make up for this defect.

We use the BoW to construct the dictionary cor-
responding to the keyframes using the visual feature
points. To insert a new keyframe, all the following
conditions must be met:
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1. more than 20 frames must have passed from
the last global relocalization;

2. local mapping is idle, or more than 20 frames
have passed from the last keyframe insertion;

3. the current frame tracks at least 50 points;
4. the current frame tracks fewer than 90% key

points of the last keyframe.
For each keyframe, the ORB features and the vi-

sual words in the BoW dictionary are extracted and
saved as a bag of features. As a result, a keyframe
stores the robot pose and bag of features, as well as
the LiDaR scan points obtained in that pose. The
keyframes are then used for loop detection and relo-
calization, and the robot poses of the keyframes are
updated after global optimization.

Then, we use Algorithm 2 to detect and correct
the loop. If the matching error is small enough, the
loop will be validated and the matching result will
be added as a constraint to the graph optimization,
so that the accumulative errors can be eliminated.

Algorithm 2: Loop closing
if visual loop is detected (BoW) then

if LiDaR loop is detected (Algorithm 1)
then

loop correction (graph optimization) by
the LiDaR loop detection result

else
loop correction (graph optimization) by
the visual loop detection result

else
if LiDaR loop is detected (Algorithm 1)
then

loop correction (graph optimization) by
the LiDaR loop detection result

else
loop correction fails

return success or failure

5 Experiments and discussion

5.1 Methods and procedure

To evaluate the long-term large-scale operation,
localization accuracy, and efficiency of the pose-
graph optimization, we have performed an exten-
sive experimental validation of our VILN system us-
ing outdoor sequences from the Karlsruhe Institute
of Technology and Toyota Technological Institute

(KITTI) dataset (Geiger et al., 2013). In our cus-
tom complex environments, such as low-texture and
duplicated structural scenes, we evaluate the general
performance of the system. We also validate our
new system when the robot steers fast or the visual
sensors are over-exposed.

Our system runs in real time and processes the
images and LiDaR scans at exactly the same frame
rate in which they were acquired. We have carried
out all experiments with an Intel Core i7-5500U (two
cores @2.40 GHz) and 8 GB RAM. The robot plat-
form is shown in Fig. 5.

Fig. 5 Experimental platform. All experiments are
carried out with this platform, which contains a stereo
camera, an IMU, a 3D laser scanner, an Intel Core
i7-5500U (two cores @2.40 GHz), and 8 GB RAM

The odometry benchmark from the KITTI
dataset contains 11 sequences from a car driven
around a residential area with accurate ground truth
from GPS and a Velodyne laser scanner. This is a
very challenging dataset for the SLAM system due to
the high steering velocity and the relatively high car
speed, the sequences being recorded at 10 frames/s
(Mur-Artal et al., 2015). The dataset contains a
highway (such as sequence 01), residential (such as
sequences 00, 05, and 08), and some other crucial en-
vironments. We play the sequences at the real frame
rate at which they were recorded, and VILN is able
to process all the sequences. Sequences that contain
loops are correctly detected and closed by our sys-
tem. Next, we compare our results with those from
ORB-SLAM2 (Mur-Artal and Tardós, 2017).

Our custom-collected datasets contain several
sequences from a robot traversing a campus and
the adjacent pedestrian streets. The sequences are
recorded by a stereo camera at 10 frames/s and a res-
olution of 1280× 600, an IMU, and a 3D laser scan-
ner (10 Hz, 16 beams, 0.09◦ angular resolution, and
2 cm distance accuracy), collecting 320 000 points/s,
with a horizontal field of view 360◦ and vertical 30◦,
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and a range of 70 m. The sensors rotate very fast
at some places, which will happen often when the
robot steers fast; therefore, it is necessary to evaluate
the performance of VILN in this situation. Different
experiments are undertaken to evaluate the perfor-
mance in terms of mapping, accuracy, and long-term
robustness. In the experiments, the parameter r in
Eq. (11) is set to 0.05 m by considering the accuracy
and real-time requirement of the system in different
environments.

5.2 Large-scale scenarios in the KITTI
dataset

We present the relative median translation root
mean square error (RMSE) of our keyframe trajec-
tories in Table 1. The relative median translation
RMSE is defined as

error =
1

Ttotal

K∑

k=1

‖pk − p̂k‖2/K, (13)

where pk = (xk, yk, zk)
T is the position of each frame

estimated using our framework, p̂k = (x̂k, ŷk, ẑk)
T is

the ground truth of each frame, and Ttotal is the total
mileage of the dataset.

The results demonstrate that VILN is more ac-
curate and long-term robust, the trajectory relative
error being typically below 0.33% of its mileage,
sometimes even less as in sequence 00 with an error
of 0.064% or higher as in sequence 09 with an error of
1.67%. In sequence 00, there are several loops, and
VILN detects these correctly. Fig. 6 demonstrates
that it is necessary to use loop correction to achieve
long-term robustness and more accurate results. As
shown in Table 1, our system outperforms ORB-
SLAM2 in most sequences. In sequence 09, for the
frontend odometry of our system, we use tightly cou-
pled visual-IMU odometry first and then loosely cou-
pled LiDaR odometry to estimate the poses, which
relies heavily on the accuracy of LiDaR correction.
Moreover, there may be some duplicated structural

Table 1 Comparison of accuracy in the KITTI dataset

Sequence Dimension (m×m)
Relative median translation RMSE (%)

Mileage (m)
VILN ORB-SLAM2

KITTI 00 496×564 0.064 0.70 3744.90
KITTI 01 1157×1827 0.19 1.39 2461.75
KITTI 02 946×599 0.091 0.76 5251.44
KITTI 03 199×471 0.23 0.71 567.40
KITTI 04 394×0.5 0.12 0.48 393.43
KITTI 05 426×479 0.11 0.40 2224.17
KITTI 06 457×23 0.17 0.51 1236.30
KITTI 07 209×191 0.088 0.50 701.12
KITTI 08 391×808 0.33 1.05 3236.36
KITTI 09 568×465 1.67 0.87 1698.60
KITTI 10 177×671 0.14 0.60 924.93

Bold values represent better results
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Fig. 6 Sequence 00 from the odometry benchmark of the KITTI dataset: (a) fusion maps; (b) ground truth
and trajectories with and without loop closure; (c) relative RMSE comparison
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LiDaR keyframes when visual correction is not so
accurate. All the above situations may be the rea-
son that the result of our system is worse. In future
work, we will use tightly coupled visual-IMU-LiDaR
odometry to improve the performance of VILN.

Some of our trajectories and the ground truth
are shown in Fig. 7. We have aligned the keyframe
trajectories of the VILN system and the ground truth
with a similarity transformation.

5.3 System performance in custom-collected
datasets

For visual sensors, as shown in Fig. 8, the rapid
steering of the robot causes the image to be blurred,
and some scenes cause over-exposure in our custom-
collected datasets. For the above reasons, the pure
visual SLAM system ORB-SLAM2 does not finish
the sequences. Therefore, we evaluate only the per-
formance of our VILN system using the custom-
collected datasets.

Fig. 9 shows a long corridor environment, which
may cause a pure LiDaR system to fail. In Fig. 10,
we show the mapping results of VILN with and with-
out loop correction. By observing the middle part of
Fig. 10, it is clear that the right image (with loop cor-
rection) is more accurate than the left one (without
loop correction).

Fig. 11 shows several examples of the custom
sequences using the VILN system. While Fig. 11a
includes low-texture environments that may be
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Fig. 7 Estimated trajectory (blue) and ground truth
(red) in KITTI sequences 01 (a), 03 (b), 05 (c), and
10 (d). References to color refer to the online version
of this figure

(a)

(b)

Fig. 8 Some crucial situations for pure visual SLAM
systems: (a) the robot steers very fast; (b) the cam-
eras are over-exposed by changes in light conditions

Fig. 9 Experimental mapping result of the proposed
method in long corridor environments

Fig. 10 Experimental mapping results: comparison of
the proposed method with and without loop correc-
tion. Top: left is the result without loop correction,
and the right panel is with loop correction; middle:
details of the top results (clearly, the result on the
right is more accurate than that on the left); bottom:
the experimental environment

unfriendly for pure visual methods, Fig. 11b contains
complex environments, such as duplicated structures
or light changes, which may cause over-exposure of
the visual sensors. Such environments could ren-
der the pure visual or LiDaR methods unsuccessful.
However, our system could run stably for a long term
in such environments.
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(a) (b)

Fig. 11 Experimental mapping results of the proposed
method. (a) includes low-texture environments that
may be unfriendly for pure visual methods, and (b)
contains complex environments, such as changes in
light conditions and duplicated structures, which will
cause the pure visual or LiDaA methods to fail

6 Conclusions and future work

In this paper, a new SLAM framework based on
the fusion of vision-IMU-3D LiDaR, namely, VILN
SLAM, has been presented, and an extensive eval-
uation using custom-collected datasets and public
datasets has been provided and discussed. This
newly proposed VILN SLAM system uses a robust
visual-IMU-LiDaR odometry to handle critical envi-
ronments, a LiDaR enhanced visual loop closure sys-
tem to eliminate the drift caused by long-term run-
ning, and a LiDaR and vision fused map to achieve
relocalization after long-term running with low drift.
We have demonstrated that our VILN SLAM sys-
tem is consistently valid in different indoor and
outdoor scenarios, including more complex environ-
ments such as low-texture and duplicated structural
environments. The error of the system is typically
≤ 0.33% regardless of the scale (small or large) of the
scenarios. In the future, we will focus on developing
a new tightly coupled visual-IMU-LiDaR fusion nav-
igation system to further improve the accuracy and
long-term robustness under more complex and dy-
namic environments.
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