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Changes in short- and  
medium-range order in metallic  
liquids during undercooling
M.J. Kramer and Mo Li

It has been widely speculated that dominant motifs, such as short-range icosahedral order, 
can influence glass formation and the properties of glasses. Experimental data on both 
fragile and strong undercooled liquids show corresponding changes in their thermophysical 
properties consistent with increasing development of a network of interconnect motifs based 
on molecular dynamics. Describing these regions of local order, how they connect, and how 
they are related to property changes have been challenging issues, both computationally and 
experimentally. Yet the consensus is that metallic liquids develop interconnected medium-
range order consisting of some regions with lower mobility with deeper undercooling. Less well 
understood is how these motifs (or “crystal genes”) in the liquid can inhibit nucleation in the 
deeply undercooled liquid or influence phase selection upon devitrification. These motifs tend 
to have local packing unlike stable compounds with icosahedral order tending to dominate the 
best glass formers. The underlying kinetic and thermodynamic forces that guide the formation 
of these motifs and how they interconnect during undercooling remain open questions.

Introduction
There has been considerable recent progress in the understand-
ing of atomic-scale processes in the undercooling of metallic 
glass-forming liquids, and their subsequent vitrification as 
well as potential applications.1 This understanding has been 
advanced by the development of new and more powerful com-
putational and experimental approaches that have provided 
unique insights into the time-correlated atomic-scale pro-
cesses and their more tractable experimental measurements, 
such as pair-correlation functions. Despite these advances, the 
relationships between the atomic configurations in the under-
cooled liquid2–4 and the changes they undergo with the rate 
of cooling,5 and the various stable and metastable phases that 
form remain questions.6 This includes the relationship between 
the developing short- and medium-range order as a function 
of undercooling, the rate of undercooling, and the kinetic and 
thermodynamic stability of nuclei that are forming.

The overwhelming majority of metallic glasses form near 
deep eutectics.7 Why is the nucleation of the nearby ground-state 
compounds suppressed in many of these systems? Atomistic 
models, while still far from simulating experimental cooling 
rates, suggest that the deeply undercooled liquid is heteroge-
neous with nanoscale regions with varying topology resulting in 
segmented regions of varying diffusivity.8–12 These simulations 

suggest it is not the local packing alone, but how these various 
polytopes form into more extended structures that control both 
the vitrification and phase selection upon heating.13–16 In this 
article, we explore some recent developments in the field and 
also provide insights into possible future directions.

Implications of fragility on experiments and 
modeling
Landmark observations in this field date back several decades, 
when it was shown that many metallic glasses arise from fragile 
liquids that show a large deviation from the Arrhenius behav-
ior in their temperature dependence in viscosity or relaxation 
time (Figure 1).17–20 Changes in the heat capacity, viscosity,21 
and more recently, in situ neutron and x-ray scattering22–24 have 
all revealed a non-Arrhenius dependence of the changes in the 
undercooled liquid with temperature. Subsequent atomistic 
models suggest that this fragility arises from the heterogeneous 
nature of the “polymerization” of the metallic liquids similar to 
that of water.25 The challenge with connecting the molecular 
dynamics (MD) simulations and the experimental observations 
is one of spatial and temporal scales. The critical cooling rate 
to form metallic glasses, the lowest cooling rate where a par-
ticular composition remains glassy, varies by nearly 10 orders 
of magnitude, with some alloys having as low as a few K/s for 

M.J. Kramer, Materials Science and Engineering Division, US Department of Energy Ames Laboratory, USA; mjkramer@ameslab.gov
Mo Li, Georgia Institute of Technology, USA; mo.li@mse.gatech.edu



944 MRS BULLETIN • VOLUME 45 • NOVEMBER 2020 • mrs.org/bulletin

ChaNgEs iN shORt- aNd MEdiUM-RaNgE ORdER iN MEtaLLiC LiqUids dURiNg UNdERCOOLiNg  

a few material classes (Be-containing Vitroloy, Ni-Pd-P, and 
Si-Pd-Cu) to a majority of materials with much higher criti-
cal cooling rates that require melt spinning (∼106 K/s), splat 
quenching (∼108 K/s), and sputtering processing (∼1010 K/s).26 
The critical cooling rates for the “model” alloy systems used 
in simulations, such as binary Zr-TM (TM = Ag, Cu, Ni, Pd, 
Pt), Al-RE (RE = rare earth elements), Pd-Si, and Ni-Nb can 
be decreased with additional elements. This makes coupling 
modeling and experiments that can provide elemental specific 
information, more complicated. To span this divide, experi-
mentalists need to develop tools and techniques to capture the 
higher temporal dynamic processes, while modelers strive to 
extend their methods to more relevant time scales.27

One of the more significant experimental breakthroughs 
has been in situ methods to study the undercooled liquid and 
devitrification processes.28,29 Levitation methods, electrostatic 
and magnetic aerodynamics, combined with neutrons and 
x-rays (in particular high-energy synchrotron) have provided 
unique insights into the nature of the changes in bonding 
during undercooling, which can be qualitatively matched to 
atomistic simulations.30 The relative changes in the atomic-
pair correlations with temperature have mapped quite well to 
MD, especially the positions of the peaks in the pair distri-
bution functions (PDFs). The most significant pitfall to this 
approach, however, is that it is insensitive to the angular cor-
relations.31 Fluctuation electron microscopy, a nanodiffraction 
technique employed in a TEM for measuring nanometer scale 
order in amorphous materials in reciprocal space,30,32 while 
more challenging to do in situ, has been applied fairly widely 
to a number of metallic glasses. A similar technique, scanning 
electron nanodiffraction (SEND),33 has also been applied to 
as-quenched and annealed metallic glasses to spatially map 

heterogeneities in medium-range order (MRO). While these 
methods have clearly identified spatially varying heterogene-
ities, interpreting the results also requires significant model-
ing. More recently, electron correlation microscopy,34 which 
is the equivalent of photon correlation spectroscopy, has been 
shown to be sensitive to the structural relaxation times of liq-
uids with nanometer-scale spatial resolution using coherent 
electron scattering in an aberration corrected microscope.35

MD simulations have been a key modeling tool for under-
standing the dynamic properties, including vibrational and 
atomic-transport properties, and the atomic-level structural 
changes from the liquid to glassy state. Depending on the 
interactions between atoms, there are different types of MD 
modeling. The simplest is those using pair interatomic inter-
actions, such as the Lennard-Jones (LJ) potentials and hard 
sphere (HS) potentials. The LJ pair potential assumes that the 
interactions consist of an attractive as well as a repulsive part, 
both of which depend only on the distance between two atoms. 
The HS MD treats atomic interactions as purely repulsive, that 
is, atoms do not interact until they touch each other. While 
certain important features involving many-body electron–
electron and electron–ion interactions in metals and alloys 
are missing, historically, these simple potentials have been 
used widely for modeling undercooled liquids and glasses,36–38 
including mapping short- and medium-range ordering.39

To model realistic interatomic interactions for compar-
ing with experimental results, either the ab initio MD or 
semiempirical many-body interactions are used. For the latter, 
the interatomic interactions or potentials are often obtained 
using the experimental inputs as well as ab initio calculations. 
With these more “realistic” and system-specific potentials, the 
MD simulations can generate trajectories (i.e., the positions 
and velocities of atoms over a prolonged time window) from 
which many structure, mechanical, as well as physical proper-
ties can be obtained by using proper time averaging.40,41 This 
leads to an understanding of the atomic processes and the rela-
tionship between structural defects, such as subatomic voids.42 
MD, combined with ab initio methods, has been instrumental 
in understanding the structure and thermodynamic properties 
of the liquids and glasses and mapping energy landscape. This 
includes constructing convex Hull diagrams with different 
atomic configurations as the coordinates, which are crucial for 
mapping out the energy differences between stable and meta-
stable compounds in the vicinity of the glass composition.

Characterizing local order
A number of methods have been proposed to quantify and 
map the local atomic order (LAO). Voronoi tessellation 
(VT),43 bond orientation order (BOO),44 and Honeycutt–
Andersen’s common neighbor analysis (CNA),45 are the most 
common, but others have been proposed that do not utilize 
geometric information of atomic packing, such as the atomic-
level stress.46 The challenge of these schemes is that they are a 
snapshot in time; they only describe the geometry of the first 
coordination shell and only tabulate the statistical distribution, 

Figure 1. Angell plot for a wide variety of metallic glasses 
compared to SiO2 and o-terphenyl (OTP). Reprinted with 
permission from Reference 18. © 2010 Elsevier. VFT, Vogel–
Fulcher–Tammann relation, is often used to explain the 
temperature dependence of the zero-shear viscosity η(T) or the 
relaxation times in glasses near the glass transition temperature. 
OTP behaves like an ideal glass while SiO2 shows extreme fragility.
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which tells us nothing about the relative thermodynamic sta-
bility of the various configurations. Mapping the sharing of 
corners, edges, and faces of the polyhedra, or clusters made of 
a central atom and its first neighbors among the various motifs, 
provides a map of the degree of interconnectedness. These dis-
tributions, in turn, have been used to identify medium- and 
possibly longer-range structural order and insights into the 
topological changes in the undercooled liquid.

Cluster alignment is a method that recovers the average motif 
beyond the first shell present in a simulation.47,48 This elemental-
specific method determines three-dimensional (3D) topological 
order by minimizing the angular distributions of the clusters. 
The location of the atoms in the motif are determined by a prob-
ability function defining their positions in all three dimensions, 
thus recovering their true 3D pair correlation function (PCF). 
Being able to identify self-similar motifs between undercooled 
liquid and the stable and metastable compounds that form is 
crucial to understanding the underlying thermodynamic stabil-
ity of the undercooled liquid as it transitions into a glass.

Among various polytopes or clusters, icosahedral order is 
considered most dominant in glass formation because its five-
fold symmetry was recognized early on by Frank49 in prevent-
ing any long-range order from forming. Frank’s initial estimate 
of the energetics of the icosahedral cluster using a simple LJ 
potential indicates that this type of short-range order (SRO) 
can lower the binding energy by about 8.4%, as compared with 
that of crystalline order, such as face-centered-cubic or hexag-
onal-close-packed. Briant and Burton’s simple pattern match-
ing with the diffraction spectrum using various clusters also 
demonstrated how the best match occurs for icosahedral clus-
ters.50 Despite these case studies, the question of whether there 
is icosahedral order in alloys such as metallic glasses, and how 
it alters energy landscape, preventing nucleation,39,49,51 remains.

Besides the local atomic structural packing, local chemi-
cal ordering (LCO) also occurs in liquids during cooling.52–55 
The chemical order appears often in the form of segregation 
(i.e., certain chemical species are enriched or depleted in the 
first- or second-neighbor atomic shells). In glass-forming alloy 
systems, the driving force for the chemical short-range order is 
the chemical potentials, or the enthalpy of mixing of dissimilar 
elements. If a sufficiently long time or slower cooling rate is 
allowed, one may see, as a result, the formation of equilibrium 
compounds or solutions with specific chemical order. However, 
under a fast cooling rate to preserve the disordered topologi-
cal order in liquids, the LCO may appear as short- or even 
medium-range for the atoms not having enough time to move 
to their equilibrium positions. Due to the nature of the small-
scale local ordering, the LCO is often detected using small 
angle x-ray or neutron scattering (SAXS or SANS), transmis-
sion electron microscopy (TEM), and other methods.52–55

Linking molecular dynamics to evolving 
polytopes
The underlying chemical and structural order that evolves 
during the undercooling of a metallic liquid alloys and 

mechanisms that lead to vitrification are key to discovering 
new compositions, developing glass/crystalline composites, 
and improving thermodynamic stability of known compounds. 
There have been a wide range of methods for predicting metal-
lic glass-forming alloys, including deep eutectics, atomic size 
mismatch, and the Hume–Rothery rules. In many of these 
approaches, there is a mixture of competition of packing effi-
ciency, satisfying electronic charges and competition with 
nearby stable compounds. In assessing the energy landscape, it 
is paramount to understand the competing phases. Identifying 
the MRO, its structural relationship to competing compounds, 
and more importantly, thermodynamic stability, are neces-
sary, but not sufficient conditions, which must be understood. 
In addition, other factors such as kinetic accessibility must 
also be determined. While MD methods have been crucial to 
developing the relationship between chemistry and pathways 
for glass formation, accuracy of the interatomic potentials is 
crucial to extracting reliable physical models.

Using many-body semiempirical interatomic interactions 
in metals, such as the embedded atom method (EAM), MD 
simulations can provide detailed atomic structure informa-
tion and their relations with physical properties, especially 
in binary- and ternary-metallic glasses. The simulated results 
can be compared with the results from their experimental 
counterparts.56,57 To model structurally disordered glasses and 
liquids, one usually starts with some initial atomic configura-
tions such as a crystal with lattices occupied randomly by the 
alloy elements. After a brief initialization, the sample is heated 
until it melts into a liquid. The liquid can be held at various 
temperatures above the liquidus temperature for equilibration 
followed by rapid quenching to low temperature, usually room 
temperature. With current computational capabilities, cooling 
rates in the range of 108–1012 K/s can be achieved with relative 
ease, but lower rates are still a challenge (Figure 2).58,59 The 
cooling rates, however, are still orders of magnitude higher 
than those achieved in experiments (K/s is typically seen in 
some of the bulk metallic glasses). The huge difference in the 
cooling rates brings up some concerns regarding the atomic 
structures as well as the physical properties obtained from the 
simulations. Although imposing certain limitations, this dif-
ference is not detrimental in altering the physics as well as the 
(atomic) structure–property relations in metallic glasses as we 
show in the following back-of-the-envelope analysis.

In the liquid state, to achieve local equilibrium, atoms 
need to be allowed to move at least distances of a few atomic 
diameters such that the initial atomic structural as well as 
the chemical concentration can be equilibrated, or allowed 
to evolve to more stable states. Typically, the diffusion con-
stant of a liquid is about 109–1010 cm2/s within about a 1000 K 
temperature window before the glass transition temperature is 
approached.60 The mean distance that the atoms have moved 
within this temperature interval during cooling is roughly 
about one nanometer, or a few atomic spacing, for a cooling 
rate of 1010 K/s. A much longer diffusion distance is possible 
at lower cooling rates. Atoms are practically frozen below the 
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glass transition temperature. Therefore, it is the vibrational 
movements that dominate the equilibration of glasses, at least 
in the time scales of the MD simulation.

Using the typical cooling rate of 1010 K/s, within the 
roughly 1000 K temperature window from above the glass 
transition temperature to room temperature, atoms have 
plenty of time to execute hundreds to thousands of cycles of 
vibration, sufficient to achieve at least the local equilibrium 
structure. Therefore, glassy samples obtained in the MD simu-
lations are in metastable states that are sufficiently converged 
for calculating structural, physical, and mechanical properties. 
However, there is a caveat in using MD simulations; these 
metallic glasses are chemically homogeneous and random 
as intended. Real metallic glasses are known to have various 
chemical as well as structural heterogeneities. Extending the 
MD to even lower cooling rates begins to reveal these hetero-
geneities (Figure 2a). These regions are revealed by mapping 
the mean-squared displacements (MSDs), the distance that the 
atoms can move over during a certain time window (Figure 
2b). The regions, which show the lowest MSDs, also show the 
highest interconnectedness, and lower diffusivity (Figure 2c). 
These regions, which have the lowest MSD and diffusivity, also 
tend to have the highest icosahedral SRO.42 The relationship 

between these strongly interconnected 
regions and phases, which can form 
from them later, remains in ques-
tion.61,62 These heterogeneities not only 
contribute to many interesting and 
important properties such as toughness 
and plasticity, but also pose challenges 
for MD simulations, especially ab initio 
calculations.40,41

While MD simulations can deal 
with a large number of atoms that are 
essential for obtaining reliable results 
for many properties such as mechani-
cal deformation, phase transitions, 
and transport properties, the quality of 
modeling is crucially determined by the 
quality of the interatomic interactions. 
The interatomic interactions, including 
the semiempirical many-body poten-
tials, are fitted with the properties of the 
glasses, and often crystals as well. The 
atomic structural information in glasses 
can also be supplemented by indi-
rect structural information such as the 
PCFs. The input properties are either 
from experiments or modeling, such 
as elastic modulus, density, or melting 
point.56,57 Often, one can use the reverse 
Monte Carlo (RMC) method to obtain 
the atomic structures from using experi-
mental PCFs to fit the potential.63–65 In 
contrast, for crystalline materials, one 

can use the experimentally known atomic structure as well as 
defect structures directly to fit the interatomic interactions.66 
Since the structure information from the experiments for 
glasses and liquids are averaged, the potential fitted with these 
pieces of information with their concomitant uncertainty is 
one of the open issues in classical MD simulations of glassy 
materials. Specifically, is it possible that the MD simulations 
using the averaged information on structure and properties 
in the fitted interatomic potentials can produce the details of 
atomic structure, as well as local order and disorder in liquids 
and glasses?

A more rigorous approach that does not have the con-
cerns for the interatomic interactions as in the classical MD 
is ab initio calculations and MD simulations.40,41 This tech-
nique utilizes density functional theory (DFT) in solving the 
Schrodinger equation self-consistently for electrons. Using 
the forces obtained from the DFT calculations, one can per-
form MD simulations with the true many-body interactions 
among atoms, albeit in small systems and short time dura-
tion (i.e., about a few hundred atoms and tens or hundreds 
of picoseconds). The small system size and short duration 
can have significant limitations on the modeling of metallic 
glasses and liquids. For example, the quenching rate from the 

Figure 2. Molecular dynamics (MD) model showing the influence of cooling rate on the 
development of extended order in a Cu64.5Zr35.5 metallic glass. The gray shaded region 
shows the range of cooling rates for metallic glasses and the red shaded region is the 
typical cooling rates for MD simulations. (a) Change in the overall potential energy with 
cooling rate for typical MD simulations (solid black circles). A method termed “sub-
Tg” annealing was employed to enable more realistic experimental cooling rates (red 
squares).59 (b) MD simulations showing regions of highest diffusion in between regions with 
high connectivity (gray). (c) More extensive interconnected regions for a cooling rate of 
2.8 × 107 K/s versus 1010 K/s.
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liquid state to a glassy state is usually 1012–14 K/s. Therefore, 
the quality of the ab initio MD simulations heavily rely on the 
initial atomic configurations, in either liquid or glass. One way 
is to use the experimentally acquired scattering function from 
synchrotrons as a guide to “reconstruct” the atomic structures 
of metallic glasses via the RMC method.63–65 Finally, since 
most DFT types of simulations can handle only a few hundred 
atoms, any structure and chemical features or physical proper-
ties that have spatial scales larger than this size are constrained 
by the size effect.

Once the atoms’ positions are known, either from the 
classical or ab initio MD, one can perform various structure 
analyses, often in terms of polytopes,39,67,68 to characterize 
the so-called “local atomic packing.” The local atomic pack-
ing is identified by first locating an atom as the center, and 
then its nearest neighbors. Unlike crystals, the identification 
of the nearest neighbor atoms in a disordered, random system 
often requires advanced methods. One can identify the first 
neighbors of an atom by comparing the distances of the cen-
tral atom with others. If the distance is less than or equal to the 
distance to the valley between the first and the second peaks in 
the radial distribution function (RDF), the neighboring atom 
can be assigned as the first nearest one. For multicomponent 
systems with atoms of different atomic radii, partial RDFs are 
needed to determine the threshold of the cutoff distances (e.g., 
at the valleys between the first and second peaks for different 
types of atoms). Thus, the nearest neighbors of different types 
of atoms can be identified.

The first neighbor atoms contain both geometric as well as 
topological packing information for liquids and glasses. Over 
the last several decades, various methods have been developed 
to characterize the geometric and topological properties of the 
local atomic packing. The Voronoi tessellation method utilizes 
a set of geometric rules to locate the nearest neighbors. For 
alloys made of different types of atoms, the weighted VT can 
take into account the different atomic sizes in counting the 
neighbors. In addition, the VT method can give a full descrip-
tion of the polyhedron formed by the neighbor atoms around 
each central atom, including the polygonal faces, their areas, 
and volumes of the polyhedron.

The geometric shape of the polyhedron is denoted by the 
so-called Schläfli notation.69 For example, the polyhedron 
formed by n number of the nearest neighbors of an atom is 
denoted as (n3, n4, n5, n6, n7, n8, . . .), where n3, n4, n5, . . . means 
that the polyhedron has n3, n4, n5, .  .  . numbers of triangular, 
square, and pentagon faces, and Σ

k kn n
=

=
3

. A perfect icosahe-
dron is therefore represented as (0, 0, 12, 0, 0) as all 12 of the 
nearest neighbors form 12 pentagons of the polygonal faces 
surrounding the central atom, that is, n5 =12. In metallic sys-
tems, when the atomic sizes of the alloy elements fall into 
certain ranges, a certain percentage of the atoms tend to have 
their nearest neighbors form icosahedral packing. Outside 
of this range, other types of local packing may emerge. This 
atomic-size effect on short-range ordering can be explored by 
using the HS MD simulations.70

Besides the VT method, there are other ways to character-
ize the geometric properties of the LAO. The BOO parameter 
essentially captures the bond angles formed by the central 
atom with its nearest neighbors.39 For an icosahedron, the 
BOO parameter gives a unique value different from other local 
packing such as the face-centered- or body-centered-cubic 
ones. In the same vein, CNA can also identify noncrystalline 
local atomic packing by using the topological properties of 
the rings formed by the central atom and its nearest neigh-
bors (i.e., the neighbor bond, and their connectivity).45 A set 
of indices, {ijkl}, are used to describe the neighboring bond. 
Here i (=1) stands for whether or not the central atom and its 
neighbor are nearest neighbors, or form a bond; otherwise, 
i = 2. j stands for how many neighbors the two atoms form-
ing the pair bond share in common as nearest neighbors, k is 
the number of bonds among the shared neighbors, and l an 
additional index to distinguish different packing. For example, 
for a central atom with its nearest neighbor(s) in an icosahe-
dral cluster with 12 nearest neighbor atoms, its CNA index is 
(1551). Compared to the VT method, however, whose tech-
nique lacks the versatility of detailed description of the geo-
metric shapes of local atomic packing of the disordered alloys. 
The CNA, for instance, describes the symmetry formed by the 
central atom and its neighbors and the neighbors that form the 
ring around the bonded pair, which is only part of the geomet-
ric entities for the polytopes.

The short- and medium-range order in the form of certain 
types of clusters formed by the nearest neighbors around an 
atom have been observed and characterized in computer simu-
lations. In general, the scale of the local order is around a nano-
meter. In addition, many of the polyhedral packings do not have 
long-range symmetry. These two attributes, the small scale and 
noncrystalline symmetry, brings up challenges for both experi-
ment and theory for identifying atomic structures and the struc-
ture–property relations in liquids and glasses. In experiments, 
many well-known methods that are effective and successful in 
characterizing atomic structure of crystalline materials, such 
as PCF, fail to capture the 3D nature of the distribution func-
tions, in particular, the angular correlations, and the real space 
3D atomic structures in liquids and glasses. Although in certain 
cases, the two-dimensional atomic structure of the silica glass is 
captured by TEM,71 it is difficult to extend this effort in 3D. In 
glasses with predominantly metallic bonding, the ease of atoms 
to rearrange or diffuse makes this approach more challenging. 
However, the new electron correlation microscopy methods pre-
viously mentioned may address this limitation.

Fundamental questions and challenges
In light of the above discoveries and observations, we now can 
ask some fundamental questions.72 The first is why and how 
the local atomic ordering forms, and the second is what is their 
stability with respect to both time and temperature. To justify 
the formation of LAO, one can assess the binding energy. The 
lower the binding energy of a LAO, the easier it is to form, 
and vice versa. However, recent calculations using classical 
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MD showed that the bonding energy for the icosahedral clus-
ter are not the lowest, and yet, the population of this type of 
local packing is among the largest (Figure 3). In addition, one 
can clearly recognize the importance of the role of the atomic 
sizes: For CuZr binary metallic glasses, the ratio of the atomic 
radii between Cu and Zr is about 0.8.73 If Cu is at the center, 
there will be about 8 to 15 nearest neighbors consisting of the 
smaller Cu and larger Zr atoms. For the larger Zr atom, the 
number of neighbors ranges from 12 to 19. As a result, the ico-
sahedral short-range order with 12 nearest neighbors in CuZr 
glasses is exclusively Cu-centered.

This strong atomic size effect on local atomic packing can 
be clearly observed in the HS MD simulation (Figure 4).70 
The results from the HS MD simulation tells us that the atomic 
radius plays an important role in the ordering process in the 
disordered materials. Since the HS systems do not incorporate 
binding energy, these results indicate that the entropy of order-
ing may play a more important role than enthalpy, or bonding 
energy, in the ordering process in the undercooled liquids.

The next area to explore is naturally the nature of the 
ordering entropy. More specifically, what is the entropy of 
the local ordering in various types of clusters (i.e., short- to 
medium-range ordering), and how do other thermodynamic 
state variables, such as volume, density, temperature, and 
alloy composition affect it? Finally, a more profound question 
is how can these thermodynamic quantities be defined and 
validated under nonequilibrium conditions such as rapid cool-
ing? Another challenge is to observe the full evolution history 
of chemical ordering or phase separation during cooling (i.e., 
from the short-range LCO to compound formation). Due to 

the limited time scale available to MD simulations, this crucial 
piece of information is often missing.

Although these questions seem to relate to glass forma-
tion or liquids, their importance in ordering or crystallization 
is obvious. Crystallization is often considered as the ultimate 
stability state of an undercooled liquid that limits the glass 
formation. Defining the stability of a liquid and its relation-
ship with the various thermodynamic state variables remains 
an open issue. A simple example is eutectics and their ubiqui-
tous relation with glass formation—most good glass formers 
are often those whose compositions are close to the eutectics. 
Although known empirically, the fundamental reasons for this 
still remain elusive.

Devitrification studies can provide insights into the com-
plex energy landscape of metallic glasses and possibly the 
roles played by local atomic ordering. The extreme sensitivity 
of the phase selection to the alloy’s thermal history is both 
an opportunity as well as a challenge. The time-temperature 
transformations are dependent on both cooling and heating 
rates. In fact, these rates can vary significantly within the 
same sample, with varying phase assemblages observed on 
post mortem analysis. The cooling rates, in castings and even 
rapid quenching experiments, can vary by more than an order 
of magnitude depending on the size, shape, and quench con-
ditions. This makes the connection not only between experi-
ments and atomic scale simulations difficult, but also between 
various experimental groups.

There are also challenges in disentangling kinetics and 
thermodynamic effects. Trapped nuclei that formed dur-
ing cooling can seed subsequent phase selection upon heat-
ing.74–77 Epitaxial surfaces of existing phases can also be 
nucleation sites for phases far from their nominal formation 
temperature.78 Furthermore, diffusion tends to be quite slow 

Figure 4. The number of the nearest-neighbor distributions of 
various CuZr binary metallic glasses made of hard spheres of 
the same atomic sizes as in the classical MD simulations. As the 
nearest neighbors define the short-range order in terms of the 
polyhedra, the icosahedral packing with 12 nearest neighbors 
are absent in the Zr-centered clusters.70,72

Figure 3. (a) The potential energy, or enthalpy, of the short-
range orders, or clusters versus the coordination number N (i.e., 
the number of nearest neighbors in a series of Cu containing 
Zr metallic glasses). The potential energy for each cluster with 
a central atom is plotted. (b) The distribution of the cluster 
energies for all clusters. The mean or average potential energy 
for the clusters are shown as symbols linked by lines in (a). The 
data are from the classical molecular dynamics simulation using 
the embedded atom method potentials.72 Inset: An icosahedral 
cluster with 12 nearest neighbors. The atom at the center is 
colored red.
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in many of the metallic glasses as the sample enters into 
the glass transition temperature.76,79 In many Al-RE-based 
glasses, for example, there exists a uniform nanoscale phase 
assemblage which has been attributed to extremely high den-
sity of quench-in nuclei.80 Whereas, in the Al-Sm binary sys-
tem, a coarse-grained microstructure consisting of a complex 
intermetallic forms. In Zr-TM-based glasses, icosahedral or 
other complex intermetallics can form with the addition of 
minor elements, particularly with Ag and Al. Pd-Si-based 
alloys form a cornucopia of metastable phases.81,82 Many of 
the best glass forming alloys have four or more elements,83,84 
further complicating analysis. What are the dominant under-
lying thermodynamic and kinetic factors that govern the 
phase selection? What role does the heterogeneous amor-
phous state, as indicated by numerous MD models, play in 
the kinetics of the devitrification process? These remain to 
be answered.

Conclusions
The emerging consensus is that undercooled metallic liquids 
and glasses show a profound sensitivity to composition. While 
icosahedral order is common, there are a wide variety of other 
polyhedral types that can also form in glasses. Although mod-
eling has time/spatial limitation compared to experiments, all 
models show development of increasing ordered regions with 
undercooling. These interconnected regions show different 
mobility compared to the less well connected, more liquid-like 
regions. The make-up of these interconnected regions shows a 
high proportion of more “crystal-like” regions. These regions 
are dominated by subunit cell fragments that are also seen in 
the stable and meta-stable phases. In many cases, they are also 
observed in the liquid and increase in their proportion with 
cooling. However, a number of open questions remain: What 
are the relationships between these fragments and the stable or 
metastable phases that form? Can the type and population of 
the SRO to MRO which exist in the undercooled liquid help to 
predict glass formability? For instance, how can these “crys-
tal-like” regions limit growth of critical nuclei? Answers to 
these questions are much needed, not only liquids and glasses 
but also a larger class of metastable or nonequilibrium mate-
rials whose atomic structure, medium- to long-range order, 
properties, and the fundamental structure–property relations 
are essentially unknown.
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