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This article is based on the Materials Research Society/Kavli Future of Materials Workshop: 

Solid-State Materials for Quantum Computing, held in April 2019 in Phoenix, Ariz.

Quantum computing, sensing, and communications are emerging technologies that may 

circumvent known limitations of their existing traditional counterparts. While the promises 

of these technologies are currently narrow in scope, it is possible that they will broadly 

impact our lives by revolutionizing the capabilities of data centers and medical diagnostics, 

for example. At the heart of these technologies is the use of a quantum object to contain 

information, called a quantum bit or qubit. Current realizations of qubits exist in a broad 

variety of material systems, including individual spins in semiconductors or insulators, 

superconducting circuits, and trapped ions. Further advancement of qubits requires 

significant contributions from materials science in areas of materials selection, synthesis, 

fabrication, simulation and characterization. Here, we discuss some of the needs and 

opportunities for contributions to advance the fundamental understanding of materials used 

in quantum information applications.

Introduction
Quantum information systems have attracted great interest in 
recent years. Research and development funding is increas-
ing worldwide from both government and corporate sources. 
Technology opportunities have been studied by a number of 
organizations,1–3 and have motivated major government pro-
grams.4,5 The interdisciplinary nature of this technology and the 
ubiquitous importance of materials provides numerous oppor-
tunities for practitioners of fundamental and applied materials 
science and engineering to contribute needed advances. This 
article focuses on materials science applied to quantum infor-
mation science and technology (QIST)—what we call “materials 
for quantum”—which is separate from the study of “quantum 
materials,” or those materials where quantum effects produce 
emergent behavior.6 While we attempt to provide perspectives on 
materials for quantum across a broad spectrum of QIST and to 
review the relevant major issues and technology trends, inevita-
bly this article is not comprehensive, and we encourage the inter-
ested reader to consult the cited articles for additional details.

The science of quantum information has made significant 
advances from its initial concept in the early 1980s, when 

Richard Feynman and Yuri Manin postulated that simulating 
quantum systems would be better done with a computer that 
is quantum mechanical.7,8 In the context of quantum informa-
tion, this concept has evolved into the goal of using quantum 
mechanics to redefine the structure of information, whether 
for computation, communication, memory, or sensing. Today, 
researchers do not foresee quantum information systems in 
every home. Rather, quantum information systems are being 
designed to extend the state of the art for tackling only the most 
difficult problems. The announcement that a 53-qubit quan-
tum computer can outperform a classical supercomputer on 
a specially tailored problem demonstrates the not-too-distant 
promise of quantum computation as a potential quantum co-
processor in data centers.9 Demonstrations of magnetic sensing 
using spin qubits in diamond are being developed that dramati-
cally alter sensing capabilities, opening new areas of use, while 
developments of quantum communications networks are imag-
ined, for instance, to provide more secure financial transactions 
and interconnectivity of quantum information.

Some potential advantages of a quantum informa-
tion approach are apparent from a simple contrast with 
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classical digital information. Digital information is encoded 
in a sequence of binary digits, or bits, having the value 0 or 
1. Individual classical bits are confined to encoding either 0 
or 1 at an instance in time, enabling one of the strengths of 
digital information compared to analog signals. By contrast, 
quantum information is encoded in a quantum two-state sys-
tem that not only can take quantized values |0〉 or |1〉, but also 
any complex superposition of these states. Furthermore, in 
contrast to analog information, where each bit is independent, 
quantum bits can be connected to each other through quantum 
entanglement. The uniquely quantum principles of superposi-
tion and entanglement provide for an enormous increase in 
information density and computational parallelism but come 
at the cost of needing to develop quantum analogues for bit 
operations, and to build these elemental operations up into 
algorithms for computation, communication, and sensing.

The DiVincenzo criteria10 (see sidebar) describe the 
requirements for quantum information. These requirements 
are similar to those for classical digital logic, but are com-
plicated by having to contend with certain esoteric quantum 
principles, such as the inability to measure or copy a quantum 

state without disturbing the state itself. In clas-
sical logic, where the digital states are usually 
voltage-based, setting and reading a digital 
state is as simple as setting or measuring the 
voltage at a node of a circuit. These voltage 
levels can be manipulated by sequentially cas-
cading circuits together, but the function of 
each circuit is determined when the device is 
fabricated based on the layout of circuit com-
ponents. For example, see the transistor-based 
NOT gate shown in Figure 1a that transforms 
the input bit (either a 0 or 1) into its opposite 
(either a 1 or 0) by using the input bit to turn 
the transistor on or off. In transistor circuits, 
the specific choices of the voltages and signal 
duration are engineered parameters that have 
seen dramatic changes during the history of 
transistor-based digital logic devices. Finally, 
high-speed operation is possible because the 
control is all- electrical, and the fidelity of these 
operations is high because voltage levels have 
a threshold for interpretation as 0 or 1.

The situation for qubits is significantly 
more complicated, as the quantum mechanical 
states represent the states themselves (e.g., the 
quantum mechanical ground state is assigned 
|0〉, and a selected excited state is assigned |1〉 
instead of two simple voltage levels). Consider 
the simplified sketch of the electron levels of 
a single trapped ion that is shown in Figure 1. 
Initialization (Figure 1b) may use a specific 
laser to depopulate the |0〉 by using a third 
quantum state, |ɛ〉P, of the ion to initialize the 
qubit in the |1〉 state. Manipulation (shown in 

Figure 1c) is accomplished with a pulsed resonant tone that 
can drive the qubit into the |0〉 state. Finally, the qubit can be 
read out (shown in Figure 1d) using a fourth quantum state, 
|ɛ〉R, of the ion that emits a photon, when pumped, only if the 
qubit is in the |1〉 state, and is dark in the |0〉 state. Each of these 
pulse frequencies is determined by the ion itself, not the circuit 
designer. However, the pulse durations and sequences of timed 
pulses can be engineered to manipulate the quantum states 
through a number of different logic gates using a single ion.

The desire to have precisely two addressable quantum states 
requires the use of systems that have non-degenerate energy 
levels that are well isolated. However, external manipulation of 
the states requires coupling to other degrees of freedom of the 
experimental system, counter to the idea of perfect isolation 
of the two-state quantum system. As illustrated in the exam-
ple, initialization, readout, and manipulation require intricate 
experimental setups and extensive tuning of the quantum sys-
tem—the very concept of two quantum states is a significant 
abstraction of these setups. The requirement for maintaining 
long lifetimes of the quantum states leads to involved cooling 
schemes such that the thermal energy is significantly lower than 

Figure 1. Illustration of a transistor-based digital NOT gate (a) and truth table using the 

input bit to control the transistor that performs the inversion of the digital information. 

Conceptual energy diagram of an ion qubit showing initialization (b) using a laser and 

auxiliary quantum state, |ε〉P, of the ion to initialize the qubit in the |1〉 state, manipulation 

(c) using a pulsed resonant tone that drives the qubit into the |0〉 state, and readout 

(d) using a different laser and fourth quantum state, |ε〉R, of the ion that emits a photon 

when pumped only if the qubit is in the |1〉 state. In this example of a NOT gate that 

performs the operation |0〉 → |1〉, the qubit would not fluoresce. Adapted with permission 

from Reference 23. © 2019 AIP Publishing.
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the energy difference of the two quantum states. For compu-
tation, manipulation requires driving a controlled transition 
between the two states, often creating a superposition defined 
by two angular rotations and entanglement through a two-qubit 
gate. Finally, the requirement for fast manipulations requires 
strong coupling to a control field, while, paradoxically, the 
requirement of a long lifetime requires the system to be decou-
pled from its environment. Alternatively, for sensing, manipula-
tion is the result of the sensing field that is coupled to the qubit.

A current recurring theme in quantum systems, spanning 
computation, communication, and sensing applications, is 
that they demonstrate low fidelity for initialization, manipula-
tion, and readout, or they do not scale to large enough num-
bers of qubits to be practically useful. Drawing analogy to 
the materials-centric history of classical digital computing, 
quantum systems have yet to discover their silicon and silicon 
oxide—the material stack originally responsible for spawning 
the digital computing revolution—nor their hydrogen-forming 
gas anneal, which was the corresponding critical processing 
step that enabled the success of that material stack. In fact, in 
many cases, the identification of direct connections between 
some measurable properties of the physical system and quan-
tum fidelity metrics remains an open area of research. Just 
as importantly, the ability to scale quantum systems to larger 
qubit counts remains challenging for a variety of reasons, 
both technological and practical—for example, the size and 

complexity of the control systems or thermal isolation, or the 
inability to produce multiple qubits that behave the same and 
remain stable over time. Many of these problems, which pre-
vent quantum systems from realizing a significant advantage 
over classical systems, are, at their core, problems that can be 
addressed with better materials. Explicating this connection 
requires more specific discussion about precise applications; 
in the following, we emphasize materials connections to quan-
tum computation and quantum sensing.

Qubits and materials
An atom levitating in vacuum in the absence of all fields is 
what many students study in chemistry and physics courses as 
an ideal quantum system, yet it is a closed system and there-
fore not useable for quantum information. The failure to meet 
the basic DiVincenzo criteria becomes apparent, since it is 
impossible to initialize, manipulate, or read out the quantum 
state without interacting with the atom through some exter-
nal field. A perfectly isolated system also cannot act as a sen-
sor, since the essence of sensing is to interact with and report 
some external physical quantity or field. Therefore, the quan-
tum systems that are useful as qubits are all open quantum 
systems. The surrounding environment influences open quan-
tum systems, which is necessary for information applications, 
but unfortunately also allows noise to degrade the quantum 
mechanical state. This degradation affects the function of both 

Sidebar

DiVincenzo Criteria
David DiVincenzo outlined the basic system requirements 
needed to realize a quantum computer,9 which are rooted 
in classical information theory. These requirements have 
been termed the DiVincenzo criteria and consist of

 1. A physical system implementing quantum bits (qubits), 
each with two well-defined quantum states.

 2. The ability to initialize qubits to a known state (with high 
probability).

 3. Manipulability of the quantum states with high fidelity 
to implement a universal gate set.

 4. Long coherent lifetimes of the quantum states relative to 
the time needed to perform all of the desired manipulations.

 5. The ability to read out the (final) state of a qubit with 
high fidelity.

   For quantum computing, the essential nature of the 
criteria are nearly self-evident. They are rooted in the 
need for proper qubits to encode and maintain quantum 
states, along with the ability to execute prescribed trans-
formations (algorithms) on those states to produce, in 
the end, a determined, measurable computational result. 
The ability to initialize the qubits to known states before 
a computation occurs relates to the ability to control a 

computation so that the solution to a specific problem is 
found by the execution of the quantum program.

  For quantum communication, the same criteria hold with 
two additional criteria added:

6. The ability to interconvert stationary and flying (trans-
portable) qubits.

7. The ability to transmit flying qubits between specified 
locations with little decoherence of the quantum state.

   While these additional criteria pertain specifically to 
quantum communications protocols that may require 
exchange of quantum coherent states and transmission 
of quantum information to third parties, they may also be 
considered optional criteria for quantum computing. In 
the context of computing, these additional criteria enable 
remote and distributed quantum computing paradigms, 
which may be important for modularization of quantum 
hardware.

   For quantum sensing, many of these criteria remain valid; 
however, there is no need for a universal gate set. In addition, 
the manipulability criterion is best interpreted as a require-
ment that the quantum states evolve in a predetermined way 
in response to the sensing field, so that calibration of the 
sensor is possible. In a similar context, the ability to initial-
ize, read out, and maintain sufficiently long coherence is 
clearly required to enable the function of the sensor.
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sensing and computing devices and often originates within the 
host materials that are used to create the qubit.

Selection of materials is an important first step in any 
technology. Undoubtedly for QIST, new materials will be 
introduced as the technology evolves, although the currently 
decided materials may persist indefinitely. Nevertheless, there 
are a number of engineering and fundamental contributions 
that materials science can make to QIST beyond materials 
selection. The most general contribution could be in under-
standing the properties of relevant materials in the environ-
ment that QIST devices operate. For example, the small energy 
scales of many qubit realizations (e.g., superconducting cir-
cuits, spins in semiconductors), combined with the require-
ments of the DiVincenzo criteria, drive engineering choices 
to operate QIST devices at the lowest possible temperatures 
achievable by current technology. Perhaps there will be materi-
als advances that eliminate noise sensitivities and increase the 
relevant energy scales, thus allowing these computing devices 
to operate successfully at “elevated temperatures” such that 
dilution refrigerators are not necessary (temperatures above 
300 mK). Alternatively, some qubit implementations (e.g., 
trapped ions, defect centers in diamond) can operate at room 
temperature even though they often are tested at low tempera-
tures to maximize performance. It is safe to predict that most 
quantum-computing devices will operate in cryogenic envi-
ronments for the foreseeable future, since eliminating thermal 
sources of noise is always advantageous. On the other hand, 
quantum sensors are often desired to operate at room tempera-
ture, so it may be assumed that many quantum-sensing devices 
will leverage qubit technologies operable in ambient labora-
tory environments for the foreseeable future.11

For sensing, defect spin qubits in diamond have seen the 
greatest success. This success has largely been the result of 
the long coherent lifetime at room temperature. They have 
been incorporated into a large number of geometries lever-
aging both single and ensemble qubit sensors. While there is 
significant work in using entangled photons to create remote 
quantum sensors, we limit our discussions to the materials 
challenges facing defect spin qubits.

For communications, there is more than secure communi-
cations.12 The accurate encoding of a pure quantum mechani-
cal state that exists in a solid-state qubit, onto the pure state of a 
photon so that it can be transmitted to another stationary qubit, 
is a challenge with relevance to QIST broadly. Nevertheless, 
this type of quantum communication—or transduction—has 
been demonstrated and is being actively researched, thereby 
enabling the concept of a multicore quantum computer.13

For computing, there have been large numbers of dem-
onstrations of qubits in a large array of quantum mechanical 
systems and a plethora of materials systems. Four materials 
systems: superconducting quantum circuits,14–17 semiconduc-
tor donor qubits,18,19 semiconductor quantum dot qubits,20,21 
and ion traps13,22,23 have been adapted by corporations to 
develop toward a useful machine. The state of experimental 
quantum computing has evolved beyond merely searching for 

a quantum mechanical system to demonstrate realizations of 
QIST principles, into advancing hardware implementations 
that dramatically improve qubit performance and scalability 
and demonstrations of useful quantum computations.

Materials selection
A significant impact of materials science has been seen in 
selecting and refining the constituent materials used to make 
QIST devices. Each technology area has graduated from a 
Darwinian materials selection process with origins going 
back decades. While there are indeed vestiges and continued 
research in designing workaround techniques to leverage a 
wider range of materials, the leading materials for computa-
tional qubits are entrenched, but not finalized.

For spin qubits, nuclear spin-free (I = 0) host materials are 
mandatory for computation and highly desirable for sensing.24 
Unfortunately, Group III and Group V elements do not have 
any I = 0 isotopes. Despite manipulation of the nuclear spin 
bath presented by the host material to minimize its impact,25 
there has been a down-selection of optimal materials for QIST. 
Silicon germanium has replaced gallium arsenide-based 
materials in quantum computing, while diamond, graphene, 
and silicon carbide have become favored over gallium nitride 
and boron nitride in quantum sensing. A few demonstrations 
of devices made from isotopically enriched materials have 
proven the impact of eliminating nuclear spins.26–29

The early adoption of two-dimensional electron gases 
(2DEG) in tensile-strained silicon quantum wells for the basis 
of silicon germanium qubits has had continued challenges 
associated with manipulating the conduction-band  degeneracy 
to present a single valley needed for long coherence times.30–34 
Interestingly, devices such as those shown in Figure 2 that 
are fabricated from two-dimensional hole gas (2DHG) in 

Figure 2. A false-colored scanning electron microscope image 

of a quantum dot device that is created with holes confined in 

a compressively strained germanium quantum well into a dot 

that is defined with the top gate TG (dotted circle). The other 

electrodes labeled BS, BD, FS, FD, S, D, and P are barrier 

and finger, source and drain contacts. Along with the central 

plunger gates, they provide control of the number of holes and 

energy levels in the quantum. The cross-sectional schematic 

on the right shows the heterostructure grown using chemical 

vapor deposition, dielectric layers and metal contacts. Scale 

bars = 100 nm. Reprinted with permission from Reference 35. 

© 2018 American Physical Society.
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compressively strained germanium are emerg-
ing as viable alternatives.35

For superconducting qubits, float-zone 
refined silicon and sapphire have been dem-
onstrated to be extremely useful substrates 
because of their low microwave loss, while 
many alternatives (such as MgO) are unsuit-
able because of their inherent absorption of 
microwave energy,36 which directly degrades 
the quantum state lifetime of the qubit. As 
illustrated in Figure 3a–b, superconducting 
quantum circuits-based Josephson junctions 
are ubiquitously made from aluminum and 
oxidized aluminum in the same manner that 
Giaever constructed his tunnel junctions for 
his Nobel prize-winning work.37 The drive 
for a superconductor with a higher criti-
cal temperature than aluminum (Tc ∼ 1 K) 
is not a research goal in the present context 
because of the limitations imposed by the 
DiVincenzo criteria. The penetration and 
coherence lengths also do not appear to be of 
primary importance, and a number of super-
conducting materials have been explored.38–40 
However, replacing aluminum with a dif-
ferent superconductor that is more robust 
in fabrication as well as improving circuit-
operating tolerances by replacing the Al/AlOx/Al Josephson 
junction are likely.

Another major qubit technology is trapped ions, which has 
evolved toward presumably scalable surface trap geometries41 
that introduce a number of materials challenges associated 
with the choice of electrode material.22 The community has 
converged largely on unreactive metals such as gold for the 
electrode material; however, certain observed universality 
of behaviors across different metals and demonstrations of 
state-of-the-art performance with alternative electrode materi-
als42,43 keep this an active area of research. Surface cleaning 
procedures involving ion beams44–46 or plasmas47 have become 
commonplace.

Dielectric materials are an important class of materials that 
are critical in making each of these types of qubits. There are 
no front runners in terms of the best dielectric, conductor, or 
optimal deposition techniques to use for surface traps, which 
offer broad opportunities for new materials to be inserted into 
qubit devices for both sensing and computing.

Understanding noise from a materials 
perspective
Overcoming noise is one of the main technical challenges 
to realize in the next generation of QIST. Practitioners may 
consider noise from a device perspective and employ labels 
based on how the noise interacts with the qubit. Without 
exploring the specific origin, qubits experience charge noise, 
which is spatial and temporal variation of the electrical 

potential, and flux noise, which is spatial and temporal varia-
tion of the magnetic vector potential. There are a number of 
potential sources of these noise types. Some noise sources 
are “technical,” such as imperfect thermal management, 
noisy control electronics, and incomplete shielding against 
remote sources of electromagnetic radiation.48 However, per-
haps more insidious are noise sources intrinsic to the qubits 
themselves, originating from the materials used in their fab-
rication. Such noise sources originate within the sample, 
where connections to the specific origin may be confined to 
a precise region, such as an interface between a certain pair 
of materials,49,50 or arise more generally from within the bulk 
of the sample.

A plethora of possible materials defects and properties that 
may generate noise within the qubit and contribute to decoher-
ence or unwanted cross-coupling among qubits or quantum 
states stored within them make optimization of qubit fabri-
cation and materials choices challenging. On the other hand, 
mitigating the materials origins of noise creates great oppor-
tunity for improving their intrinsic performance and enabling 
across-the-board improvements in the ability to leverage the 
quantum resources they represent, including enabling greater 
scalability and/or the ability to implement quantum error 
correction.

There are a number of engineering strategies that attempt 
to minimize these effects. Quite often, all of the available 
concepts are leveraged. These strategies include operational 
configurations that look toward operational sweet spots that 

Figure 3. (a) A false-colored scanning electron microscope image of a Josephson junction 

(b) fabricated using the Dolan bridge double-angle evaporation scheme. Two levels of 

aluminum (red and green in both panels) are evaporated at different angles, causing a 

shifted pattern. The barrier is created by the native oxide resulting from exposing the 

sample to oxygen between the first and second evaporation steps. (c) Cross-section 

scanning transmission electron microscope image of similar Josephson junctions show 

thickness variations that are on the order of 10% of the oxide thickness, which can result in 

reduced effective areas of the devices and variations in the operating frequencies of qubit 

devices. (c) Reprinted with permission from Reference 85. © 2015 IOP Science.



490 MRS BULLETIN • VOLUME 45 • JUNE 2020 • mrs.org/bulletin 

MATERIALS SCIENCE FOR QUANTUM INFORMATION SCIENCE AND TECHNOLOGY

minimize charge51 or flux noise effects, designing devices that 
use energy configurations (i.e., Lambda configuration52,53) that 
are more stable, and using circuit or cavity quantum electro-
dynamics.54,55 Measurement techniques can also be employed 
to reduce the impact of some noise, such as Hahn–Echo and 
Carr–Purcell–Meiboom–Gill (CPMG) sequences. There is 
also a significant effort to minimize the effects of materials 
on the qubits. At the cost of circuit density, physically large 
superconducting circuit elements can be used to move electro-
magnetic energy away from loss materials (into air or vacuum) 
in an effort to minimize the interaction between the quantum 
information and nearby materials.56 Some materials are inher-
ently noisy or lossy and are therefore incompatible with cer-
tain types of qubits; for example, specific isotopes of certain 
elements that exhibit non-zero nuclear spin cause inherent 
decoherence of spin qubits.

Surfaces and interfaces tend to be the location of many 
sources of noise.57,58 Contamination residue and particulates 
(CRaP) resulting from device fabrication on the nanometer 
scale at dilute levels is a challenge that has been difficult to 
quantify.59 Once CRaP is mitigated, surfaces and interfaces are 
inherently challenging because they offer both noise sources 
from unintended impurities,60,61 and under-coordinated 
bonds62 and surfaces that can express a rich variety of energy 
levels that may produce charge or flux noise.60

A rich interdisciplinary area of needed research com-
prises understanding and identifying the microscopic origins 
of noise.63,64 Some general categories of the origins of such 
noise have already been identified,65 such as two-level system 
(TLS) defects,66–69 quasiparticle loss,48,70,71 charge,72,73 and 
flux defects. Qubit devices themselves or similar devices can 
be used as sensitive sensors to characterize these noises.74–77 
However, additional understanding of their specific (atomis-
tic) materials origins would be of great value for engineer-
ing mitigation strategies. For example, the concept of a TLS 
defect is an abstraction of the energetics of a class of defects 
based on their spectroscopic behavior with no connection to 
atomic or electronic structure. They can interact coherently 
or incoherently, couple to the qubit, and act as individuals 
or ensembles.78 There have been a few proposed models of 
microscopic origins, but these calculations have limitations 
imposed by current computational techniques. Possible ori-
gins of charge noise in semiconductors have been conjec-
tured to include a charge particle having an extended wave 
function, charge hopping among a number of nearly degener-
ate states, or transport over significant distances on the nano-
meter scale. However, none of these have been correlated to 
actual observations or microscopic charge objects. Density 
functional theory (DFT) suggests that flux noise can arise 
from adsorbed atoms, magnetic impurities, and metastable 
bond configurations.79 With a few exceptions, most groups 
producing and measuring qubits are focused on the quantum 
information aspects, so fewer studies are focused on under-
standing qubit noise. The limited number of research groups 
successfully experimenting with qubits results in limited 

opportunities currently to correlate qubit function (both 
good and bad) with detailed characterization of the device, 
especially with high statistical significance, which requires 
measurements on a large number of devices.

For materials simulation, the micro-electron-volt (μeV)-
scale energy landscape relevant to QIST is challenging for the 
resolution of most computational techniques, such as DFT. In 
addition, the large phase space of nearly degenerate atomic 
configurations complicates the ability to explore experimen-
tally realistic structures and to sample relevant configurations 
efficiently. Also, large, complex models are often required to 
represent the relevant details of the materials. Improvements 
in computational techniques to address these issues of energy 
resolution, complexity, and system size are needed, as well 
as access to ever-advancing high-performance computing 
resources. Clearly, research into computational techniques 
that are beyond-DFT could provide valuable insights into the 
microscopic origins of noise in quantum information materi-
als and devices.

Materials synthesis and device fabrication
The reliance of a quantum state to contain information repre-
sents an incredible localization that often produces a require-
ment of atomically precise fabrication. Additionally, the 
requirement of having a long-lived quantum state dictates 
that material losses need to be eliminated. While the first 
generation of QIST devices can accept a low yield, succes-
sive generations will need to be reliably made to enable scaled 
fabrication. The path toward this potential requirement cre-
ates a number of challenges in materials synthesis and device 
fabrication.

For materials synthesis, challenges exist in the growth and 
integration of novel materials that have not been used in the 
conventional electronics industry. For starters, intrinsic losses 
can be circumvented through materials selection, while impu-
rity and defect losses must be addressed through synthesis and 
fabrication.80,81 Therefore, an emphasis has been placed on 
the synthesis of ultrapure and “perfect” materials, but practi-
cally speaking, control and mitigation of the most detrimental 
defects are generally practiced. Additionally, the localization 
of the qubit energy is sensitive to decoherence and noise path-
ways that are often localized to nearby defects and not aver-
aged properties of the host material. The atomic-scale details 
of materials interfaces and variations in short-range ordering 
become important.

A particular challenge arises when integration of dissimilar 
materials is required. Indeed, the interplay between ordered 
and disordered materials is often critical, for example, in 
Josephson junctions where disordered insulating materials or 
oxides are sandwiched between more crystalline metallic lay-
ers.82–84 As shown in Figure 3c, interface roughness and varia-
tions of the dielectric properties on the nanometer scale can 
greatly affect the tunneling behavior of the Josephson junction 
because the device characteristics depend exponentially on the 
effective thickness of the tunnel barrier.85–87 It is possible that 
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new materials systems and epitaxial growth techniques will 
advance some aspects of QIST devices.88

Many QIST devices are fabricated with electron-beam 
lithography or focused ion beams to achieve the features 
with critical dimensions below 100 nm. For superconducting 
qubits, the Josephson junction area has been decreased to be 
significantly less than 1 μm2 in order to reduce the number 
of defects observed in spectroscopy and decoherence. For 
semiconductor quantum dot qubits, the confining potential 
electrodes are on the order of 20 nm. Even diamond nitrogen-
vacancy (NV) center quantum sensors have solid immersion 
lenses,89 scanned probes,90 and waveguides fabricated91 at sub-
micron scale.

Electron-beam lithography is not the only technique used 
to pattern important devices at the nanoscale. Scanning tun-
neling microscopy has been harnessed for lithography and 
leveraged to create qubit defects from single donor atoms in 
silicon.92 Helium-ion microscopy has also been leveraged to 
modify materials and create Josephson junctions from high-
Tc superconductors.93 Nanoimprint lithography, where a pat-
terned stamp is used to create features, is another emerging 
technique, and alternative bottom-up strategies of fabrication 
(so called “advanced additive manufac-
turing”) are being explored as well,94 
including approaches for atom-by-atom 
ultraprecise fabrication and use of lay-
ered 2D materials with finite defined 
thicknesses.95

At these length scales, the micro-
structure impacts feature shape, line 
edge roughness, and critical dimen-
sion control as much as the features of 
the resist. Improved understanding of 
plasma interactions with materials for 
etching, deposition, and cleaning is dra-
matically impacted by such small pat-
terned features because there is always 
a sidewall nearby.

For all of these reasons and more, 
advancements in materials synthesis, 
crystal growth, and thin-film process 
technologies are listed as some of the 
most desirable contributions needed to 
advance QIST.

Materials characterization
For measurement science, there is a 
need to increase the resolution and sen-
sitivity of existing techniques to reach 
scales relevant to QIST. Structural 
defects at the atomic scale and elec-
tronic energies at the μeV scale affect 
device performance, but the details of 
specific defects and their impacts are 
not well understood.

Perhaps the greatest immediate contribution that applied 
materials science can make to QIST is in the area of materi-
als characterization. This is because the relatively low yield 
of devices in academic laboratories and overhead required to 
produce and test devices has resulted in the physics commu-
nity relying on just those techniques and materials that work 
as determined by correlation between specific process recipes 
of available tools and qubit characterization. Studies using 
failure analysis techniques and targeted materials analysis 
correlating material properties with both well-performing and 
poor-performing bad devices may greatly help in detangling 
limitations imposed by inherent materials properties from 
those resulting from materials processing and nano-/micro-
structure. In this regard, routine characterization of fabrication 
properties used for yield and failure analysis, borrowed from 
the microelectronics industry, such as critical dimension and 
interface roughness, can also play an important role.

The localization and reliance of a single quanta of energy 
to represent a bit challenges many materials characterization 
techniques in terms of resolution and sensitivity. That is, there 
is also a need beyond applied materials science. The funda-
mental contribution of materials science is needed because 

Figure 4. Scanning tunneling microscope images of two different donors that are located 

near the surface at different interstitial locations in silicon showing (a) butterfly and (b) 

caterpillar shapes. (c, d) Comparable images from simulations that calculate the charge 

density from the donor wave function show clear similarity to experiment with specificity 

determined by the observed pattern matching exact locations of the donors in the crystal. 

Reprinted with permission from Reference 96. © 2016 American Physical Society.
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today’s qubits operate with characteristic energies that are on 
the order of 30 μeV, and our knowledge of materials in this 
energy regime is sparse. It is worth considering which tech-
niques are at their physical limits and which can be improved 
through technology improvements such as redesigned stabil-
ity, collection efficiency, advancements in detector technol-
ogy, or perhaps data analysis. Our understanding of materials 
behavior should be sufficient to resolve effects that are ener-
getically comparable or smaller, but only a few materials 
characterization techniques are capable of this task, and most 
capabilities of computational materials science are orders of 
magnitude less accurate and less precise.

Improved imaging and spectroscopic technologies, such 
as the results highlighted in Figure 4 that directly investigate 
quantum wave functions,96 have the potential to explore the 
locality of the quantum information and perhaps gauge inter-
actions with defects and their effects, along with the wider 
application of existing tools to the field of QIST. This will go 
a long way toward unraveling the materials impacts of device 
performance and enable more rational materials selections 
and device fabrication processes. Advancement and applica-
tion of a number of analytical techniques will be instrumen-
tal. Figure 5 shows an atomic force microscope using an NV 
center near the tip apex with fluorescence collected with a 
confocal microscope. This is one of several emerging quan-
tum probes that may prove essential to such investigations. 

Such probes include using color centers (e.g., NV centers) to 
 measure surface magnetic defects, trapped ions as probes of 
electric field noise, or tuned superconducting or semiconduct-
ing qubits as sensitive probes of charge noise.

Another need arises from the expectation that quantum 
computing devices will continue to operate at cryogenic tem-
peratures. Improving the current understanding of material 
properties and development of advanced materials with engi-
neered properties at cryogenic temperatures are clear contribu-
tions that materials science research can make. Current materials 
selection at cryogenic temperatures is limited, and much of our 
knowledge does not extend into the tens of milli-Kelvin tem-
peratures at which qubits operate. Methods of adhesion, coeffi-
cients of thermal expansion, thermal and electrical conductivity, 
and optical/microwave properties, such as dielectric coefficients 
and loss across the electromagnetic spectrum (particularly in 
the microwave region of low-temperature thermal photons asso-
ciated with blackbody radiation), are not well known at cryo-
genic conditions for many materials currently in use.

The diabolical nature of surfaces and interfaces is experi-
enced by quantum information devices. The negative influence 
of surfaces has been observed in nearly all qubit technologies for 
computing and sensing, such as shorter lifetimes and reduced 
coherence in diamond NV centers, phosphorous donors in 
silicon, silicon spin qubits, superconductor qubits, and anoma-
lous heating ion trap qubits.97,98 As illustrated in Figure 6, the 

microscopic source of anomalous heat-
ing such as Johnson noise, surface dif-
fusion of adsorbates, and surface dipole 
fluctuations have been attempted, but 
more work is needed to produce signifi-
cant, reliable, and rational improvements 
following specific surface treatments 
and controlled interface contamina-
tion.44,50,79,99,100 Investment is needed in 
understanding surface chemistry, pas-
sivation, and the connection between 
atomic configuration and composition 
to the electronic structure of the sur-
rounding material region on the tens-
of-nanometers length scale, with μeV 
or better energy resolution, and at cryo-
genic temperatures. Thermodynamic 
understanding of both stable, metastable, 
and unstable configurations at energies 
relevant to the qubit transition energies 
can have an immediate impact on under-
standing specific modes of quantum 
information degradation.

Emerging engineered 
materials
Many of the advances in materials 
science discussed so far fit within the 
existing framework of demonstrated 

Figure 5. (a) Schematic diagram of the atomic force microscope setup using a nitrogen-

vacancy (NV) center near the tip apex with fluorescence collected with a confocal 

microscope. (b) The measured static-magnetic-field image of a single Ni nanorod, where a 

negative fluorescence contrast indicates a local field smaller than the detection threshold. 

The inset shows a scanning electron microscope image of a similar rod. (c) The full 

field map of a single Ni nanorod compares well with the magnetic field of a point dipole 

(d) projected onto the NV axis for a NV center located 80 nm above the dipole. Reprinted 

with permission from Reference 90. © 2016 AIP Publishing.
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qubits, but there will always be the potential to introduce 
new qubit materials. QIST is in its infancy, and by analogy is 
comparable to the pre-integrated circuit technology of digi-
tal computers. Nevertheless, if quantum computing follows 
other technology paths, it is reasonable to expect that this 
high-risk/reward opportunity may continue to shrink as the 
existing technologies improve. In addition, different quantum 
platforms have their own merits, and limitations and suc-
cessful systems may include hybrid approaches, since it has 
become clear that no single platform possesses all the advan-
tages, thus interaction between dissimilar qubits is necessary.

Quantum communications may see the first widespread 
adaption of hybrid systems as data interconnects are required 
between quantum cores that consist of numerous qubits. 
Transmission of quantum information is readily demonstrated 

in ion trap qubits using optical photons, superconducting 
qubits using photons coupled through nanomechanical oscil-
lators, and spin qubits directly interacting with photons. Each 
of these paradigms of quantum transduction in hybrid systems 
can use advances similar to those already described, and mate-
rials innovations from other fields such as integrated optics 
and microwave engineering can be leveraged.

One example of a near-term hybrid system is the adoption 
of circuit quantum electrodynamic approaches for spin qubits; 
another is the use of dispersive readout (a measurement tech-
nique used in superconducting qubits) in silicon germanium 
quantum dot qubits. The integration can also be more intimate, 
such as voltage-tuned Josephson junctions using a semicon-
ductor element in a superconducting quantum circuit.101 The 
major challenges are inherent in interfacing any two dissimilar 
materials (e.g., aluminum and a semiconductor), with different 
material and electronic properties. As shown in Figure 7, cur-
rent solutions for synthesizing these interfaces include nanow-
ires and innovative configurations to use shadow  evaporation to 
eliminate process contamination. For superconducting devices, 
losses in or at the interface (with native oxides, dielectrics) 
could severely limit device performance.102,103 In semiconduc-
tors, roughness introduces trap centers and charge noise. In 
these hybrid approaches, it is yet to be seen if the advantages 
of the constituent systems can be combined to outperform the 
materials difficulties of them individually.104

Other types of quantum materials have already evolved into 
use in quantum information applications. Van der Waals het-
erostructures made from a variety of 2D materials are actively 
being pursued as possible Josephson junction materials, and 
topological materials may also find use in qubit devices.105–107 
Other types of quantum materials may enable a whole new class 
of qubit devices. Topological Majorana zero-mode (MZM) 

Figure 6. Depiction of various physical models of electric-field 

noise above ion-trap surfaces that may influence anomalous 

heating, including (a) an entire electrode fluctuating from 

Johnson noise, (b) nonuniform noise in the diffusion model 

derived from local work-function fluctuations due to adsorbate 

surface diffusion, and (c) a dipole-fluctuation model, where the 

dipole moments of adsorbed atoms (or molecules) fluctuate due 

to interactions with lattice vibrations in the electrode.22

Figure 7. Tilted scanning electron microscope image of an 

array of Al–InSb nanowires. The oblique configuration uses 

shadow evaporation from nearby nanowires to eliminate process 

contamination that can cause defects in or at material interfaces. 

The green arrow indicates the direction of Al beam flux during 

deposition onto InSb nanowires. Scale bar = 1 μm. The inset image 

is of a magnified area showing that each InSb nanowire is covered 

by two Al islands separated by a shadowed region forming an 

Al-InSb-Al junction on one set of nanowires. Reprinted with 

permission from Reference 84. © 2017 Nature Publishing Group.
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qubits have received significant interest and investment in 
the hope of providing inherent topological protection against 
noise/decoherence. Topological qubits are postulated to pro-
vide intrinsic fault-tolerant computation at the hardware level, 
which, in principle, should drastically reduce the overhead asso-
ciated with fault-tolerant quantum computing, which otherwise 
requires a significant multiplication of qubit count.108–115 MZMs 
possess non-Abelian exchange statistics similar to exotic quan-
tum Hall states with non-Abelian statistics. Topologically pro-
tected operation can be carried out by exchanging the MZMs 
on the circuit, yielding the nontrivial transformation that may be 
used to implement some quantum gates.116 MZM devices are a 
fascinating area of research that combine semiconductors, nor-
mal metals, and superconductors; but there are a number of real 
material challenges in creating and observing them.

Topological superconductivity relies on synthesis of new 
material combinations, combining superconductivity, low den-
sity, and spin–orbit coupling.117–119 Since the MZM is formed 
at the interface between the superconductor and the semicon-
ductor, the epitaxial growth of superconductors on semicon-
ductors with strong spin–orbit coupling has received renewed 
attention. Epitaxial growth of Al on InAs nanowires and het-
erostructures containing 2DEGs near the surface have been 
shown to yield a high-quality superconductor-semiconductor 
system with uniformly transparent interfaces120 and a hard-
induced gap, indicated by strongly suppressed subgap tunnel-
ing conductance. It is possible that the technological impact of 
topological protected states is reduced if MZM qubits are not 
developed at the rate of or faster than other qubit systems, since 
traditional quantum error correction approaches using surface 
codes based on stabilizers on a two-dimensional array121 and 
other logical qubit configurations can provide comparable ben-
efits from a wider range of qubit implementations.

Quantum sensing is at an exciting time. The value of spin-
based quantum sensing using defects in diamond has shown great 
promise. While most work has been completed with the well-
known NV center, other defect complexes such as silicon vacan-
cies, germanium vacancies, and perhaps tin-vacancies in diamond 
offer a range of properties that are important to sensing applica-
tions. Additionally, new materials such as silicon-vacancies in 
silicon carbide and defects in boron nitride and gallium nitride 
offer other avenues for different sensors to be engineered.

Critical non-qubit materials technologies
A number of auxiliary technologies for QIST can also benefit 
from materials advancements. Some examples include surface 
traps with integrated photonics for ion traps,122 3D supercon-
ducting circuit integration,123 superconducting ribbon cabling 
for both controlled thermal and electrical transport.124,125 
Functional coatings and adhesives that can withstand dra-
matic differences in thermal expansion coefficients could 
benefit all qubits that operate at millikelvin temperatures.126 
Furthermore, the materials advancements for improved qubits 
can be leveraged for improved quantum sensors and commu-
nications devices, as outlined previously.

Outlook
Quantum information science is an interdisciplinary tech-
nology, with materials science having a clear and important 
role to play. For solid-state qubits, materials synthesis and 
device physics will undoubtedly play a major role in advanc-
ing the state-of-the-art technology. Research contributions 
are possible from individuals in all types of organizations. 
Academic labs that focus on individual and pairs of qubits, 
emerging qubit materials, and fundamental correlations 
between materials and qubit performance will continue to 
provide value to the maturing QIST community by training 
its workforce and exploring innovations that may lead to dis-
ruptive technologies. Improving fundamental behavior and 
understanding qubit material interactions should advance all 
aspects of QIST. It is expected that fast-paced interactive col-
laborations among research groups that span specializations 
will become more common, and materials scientists who 
understand the requirements of QIST will be in high demand.

The pathway to commercial relevance in quantum sensing 
is not as steep as quantum computing. The current landscape 
of startups, established corporations, and academic groups all 
contributing to advancing the state of the art of quantum sens-
ing is likely to be sustainable.

Corporations have already moved into quantum computing 
and will most likely dominate systems development and tech-
nology demonstrations in the upcoming “noisy intermediate-
scale quantum” (NISQ) computing era.127 The field has seen 
hiring and growth, and academia can contribute by producing a 
trained workforce that is skilled in traditional areas in addition 
to training in modern physics such that graduating students can 
compete in the quantum workforce. It is not clear what materi-
als and design will move QIST beyond NISQ, nor is it clear 
how long this will take, but materials science will continue to 
be a critical aspect of this technology moving forward.

Improvements in high-throughput fabrication and device 
testing would allow better statistics to be collected that cor-
relate device performance with fabrication conditions, so that 
fabrication-related artifacts can be distinguished from intrin-
sic limitations of the constituent materials and fabrication 
tolerances improved. The state-of-the-art in QIST should be 
compared to the knowledge base for conventional electronics 
processing and fabrication, where enormous amounts of data 
enabled by the well-established fabrication infrastructure drive 
very targeted and controlled fabrication processes informed by 
well-understood correlations between process and device func-
tion. As centers focused on quantum information science and 
technologies emerge, it is important that materials scientists 
participate in the community and contribute to quantum tech-
nologies as we have done in many traditional technologies.

Summary
Materials science has a central role in the emerging quan-
tum information technology industry. Both applied and 
fundamental opportunities in the field provide a range of 
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contributions that materials scientists can make in a vari-
ety of materials systems, including superconductors, semi-
conductors, insulators in thin films, and bulk. Surfaces and 
interfaces are important, particularly between dissimilar 
materials. Perhaps the largest contribution that materials 
researchers can make is to enhance our understanding of 
materials at cryogenic temperatures with energy resolution 
on the μeV scale.

Acknowledgments
The authors would like to thank N. Siwak for his  generous 
assistance with the figures. Part of this work by V.L. was 
performed under the auspices of the US Department of 
Energy by Lawrence Livermore National Laboratory under 
Contract No. DE-AC52-07NA27344. Sandia National 
Laboratories is a multimission laboratory managed 
and operated by National Technology and Engineering 
Solutions of Sandia, LLC, a wholly owned subsidiary of 
Honeywell International, Inc., for the US Department of 
Energy’s National Nuclear Security Administration under 
Contract No. DE-NA0003525.

This article describes objective technical results and analy-
sis. Any subjective views or opinions that might be expressed 
do not necessarily represent the views of the US Department 
of Energy or the United States Government.

References
1. Frontiers of Materials Research (National Academies of Sciences, Engineering, 
and Medicine, Washington, DC, 2019), doi:10.17226/25244.
2. C. Broholm, I. Fisher, J. Moore, M. Murname, Basic Research Needs 
Workshop on Quantum Materials for Energy Relevant Technology (2017), http://
science.energy.gov/bes/community-resources/reports.
3. C.S. Chattopadhyay, R. Falcone, R. Walsworth, Quantum Sensors at the 
Intersections of Fundamental Science, Quantum Information Science, and 
Computing (2016), doi:10.2172/1358078.
4. M.G. Raymer, C. Monroe, Quantum Sci. Technol. 4, 020504 (2019).
5. M. Riedel, M. Kovacs, P. Zoller, J. Mlynek, T. Calarco, Quantum Sci. Technol. 
4, 020501 (2019).
6. C.N. Lau, F. Xia, L. Cao, MRS Bull. 45 (5), 340 (2020).
7. R.P. Feynman, in 1st Conference on Physics and Computation (Institute of 
Technology, Boston, 1981).
8. Y.I. Manin, “Computable and Uncomputable,” Sov. Radio (1980).
9. F. Arute, K. Arya, R. Babbush, D. Bacon, J.C. Bardin, R. Barends, R. Biswas, 
S. Boixo, F.G.S.L. Brandao, D.A. Buell, B. Burkett, Y. Chen, Z. Chen, B. Chiaro, 
R. Collins, W. Courtney, A. Dunsworth, E. Farhi, B. Foxen, A. Fowler, C. Gidney, 
M. Giustina, R. Graff, K. Guerin, S. Habegger, M.P. Harrigan, M.J. Hartmann, 
A. Ho, M. Hoffmann, T. Huang, T.S. Humble, S.V. Isakov, E. Jeffrey, Z. Jiang, 
D. Kafri, K. Kechedzhi, J. Kelly, P.V. Klimov, S. Knysh, A. Korotkov, F. Kostritsa, 
D. Landhuis, M. Lindmark, E. Lucero, D. Lyakh, S. Mandrà, J.R. McClean, 
M. McEwen, A. Megrant, X. Mi, K. Michielsen, M. Mohseni, J. Mutus, O. Naaman, 
M. Neeley, C. Neill, M.Y. Niu, E. Ostby, A. Petukhov, J.C. Platt, C. Quintana, 
E.G. Rieffel, P. Roushan, N.C. Rubin, D. Sank, K.J. Satzinger, V. Smelyanskiy, 
K.J.  Sung, M.D. Trevithick, A. Vainsencher, B. Villalonga, T. White, Z.J. Yao, 
P. Yeh, A. Zalcman, H. Neven, J.M. Martinis, Nature 574, 505 (2019).
10. D.P. DiVincenzo, Fortschr. Phys. 9, 771 (2000).
11. R. Hanson, O. Gywat, D.D. Awschalom, Phys. Rev. B Condens. Matter Mater. 
Phys. 74, 161203 (2006).
12. S. Slussarenko, G.J. Pryde, Appl. Phys. Rev. 6, 041303 (2019).
13. C. Monroe, J. Kim, Science 339, 1164 (2013).
14. M.H. Devoret, J.M. Martinis, Exp. Aspects Quantum Comput. 3, 163 (2005).
15. W.D. Oliver, P.B. Welander, MRS Bull. 38, 816 (2013).
16. M. Kjaergaard, M.E. Schwartz, J. Braumüller, P. Krantz, J.I.-J. Wang, 
S. Gustavsson, W.D. Oliver, Annu. Rev. Condens. Matter Phys. 11, 369 (2020).
17. P. Krantz, M. Kjaergaard, F. Yan, T.P. Orlando, S. Gustavsson, W.D. Oliver, 
Appl. Phys. Rev. 6, 021318 (2019).
18. R. Hanson, L.P. Kouwenhoven, J.R. Petta, S. Tarucha, L.M.K. Vandersypen, 
Rev. Mod. Phys. 79, 1217 (2007).

19. F.A. Zwanenburg, A.S. Dzurak, A. Morello, M.Y. Simmons, L.C.L. Hollenberg, 
G. Klimeck, S. Rogge, S.N. Coppersmith, M.A. Eriksson, Rev. Mod. Phys. 85, 
961 (2013).
20. M.A. Eriksson, S.N. Coppersmith, M.G. Lagally, MRS Bull. 38, 794 (2013).
21. D.D. Awschalom, L.C. Bassett, A.S. Dzurak, E.L. Hu, J.R. Petta, Science 339, 
1174 (2013).
22. D.A. Hite, Y. Colombe, A.C. Wilson, D.T.C. Allcock, D. Leibfried, D.J. Wineland, 
D.P. Pappas, MRS Bull. 38, 826 (2013).
23. C.D. Bruzewicz, J. Chiaverini, R. McConnell, J.M. Sage, Appl. Phys. Rev. 6, 
021314 (2019).
24. W.M. Witzel, M.S. Carroll, A. Morello, Ł. Cywiński, S. Das Sarma, Phys. Rev. 
Lett. 105, 187602 (2010).
25. N. Bar-Gill, L.M. Pham, C. Belthangady, D. Le Sage, P. Cappellaro, J.R. Maze, 
M.D. Lukin, A. Yacoby, R. Walsworth, Nat. Commun. 3, 856 (2012).
26. K. Eng, T.D. Ladd, A. Smith, M.G. Borselli, A.A. Kiselev, B.H. Fong, 
K.S.  Holabird, T.M. Hazard, B. Huang, P.W. Deelman, I. Milosavljevic, 
A.E. Schmitz, R.S. Ross, M.F. Gyure, A.T. Hunter, Sci. Adv. 1, e1500214 (2015).
27. S. Freer, S. Simmons, A. Laucht, J.T. Muhonen, J.P. Dehollain, R. Kalra, 
F.A.  Mohiyaddin, F.E. Hudson, K.M. Itoh, J.C. McCallum, D.N. Jamieson, 
A.S. Dzurak, A. Morello, Quantum Sci. Technol. 2, 15009 (2017).
28. J.T. Muhonen, J.P. Dehollain, A. Laucht, F.E. Hudson, R. Kalra, T. Sekiguchi, 
K.M. Itoh, D.N. Jamieson, J.C. McCallum, A.S. Dzurak, A. Morello, Nat. 
Nanotechnol. 9, 986 (2014).
29. A.M. Tyryshkin, S. Tojo, J.J.L. Morton, H. Riemann, N.V. Abrosimov, 
P.  Becker, H.J. Pohl, T. Schenkel, M.L.W. Thewalt, K.M. Itoh, S.A. Lyon, 
Nat. Mater. 11, 143 (2012).
30. M.G. Borselli, R.S. Ross, A.A. Kiselev, E.T. Croke, K.S. Holabird, 
P.W.  Deelman, L.D. Warren, I. Alvarado-Rodriguez, I. Milosavljevic, F.C. Ku, 
W.S. Wong, A.E. Schmitz, M. Sokolich, M.F. Gyure, A.T. Hunter, Appl. Phys. Lett. 
98, 123118 (2011).
31. J.K. Gamble, P. Harvey-Collard, N.T. Jacobson, A.D. Baczewski, E. Nielsen, 
L.  Maurer, I. Montaño, M. Rudolph, M.S. Carroll, C.H. Yang, A. Rossi, 
A.S. Dzurak, R.P. Muller, Appl. Phys. Lett. 109, 253101 (2016).
32. L. Zhang, J.W. Luo, A. Saraiva, B. Koiller, A. Zunger, Nat. Commun. 4, 2396 
(2013).
33. M. Friesen, M.A. Eriksson, S.N. Coppersmith, Appl. Phys. Lett. 89, 202106 
(2006).
34. T.B. Boykin, G. Klimeck, M.A. Eriksson, M. Friesen, S.N. Coppersmith, P. Von 
Allmen, F. Oyafuso, S. Lee, Appl. Phys. Lett. 84, 115 (2004).
35. N.W. Hendrickx, D.P. Franke, A. Sammak, M. Kouwenhoven, D. Sabbagh, 
L.  Yeoh, R. Li, M.L.V. Tagliaferri, M. Virgilio, G. Capellini, G. Scappucci, 
M. Veldhorst, Nat. Commun. 9, 2835 (2018).
36. T. Konaka, M. Sato, H. Asano, S. Kubo, J. Supercond. 4, 283 (1991).
37. I. Giaever, Phys. Rev. Lett. 46, 245 (1974).
38. A. Megrant, C. Neill, R. Barends, B. Chiaro, Y. Chen, L. Feigl, J. Kelly, 
E. Lucero, M. Mariantoni, P.J.J.O. Malley, D. Sank, A. Vainsencher, J. Wenner, 
Appl. Phys. Lett. 100, 113510 (2012).
39. J.M. Sage, V. Bolkhovsky, W.D. Oliver, B. Turek, P.B. Welander, J. Appl. Phys. 
109, 063915 (2011).
40. J.B. Chang, M.R. Vissers, A.D. Córcoles, M. Sandberg, J. Gao, W. David, 
J.M. Chow, J.M. Gambetta, M.B. Rothwell, G.A. Keefe, M. Steffen, P. Pappas, 
M. Sandberg, J.B. Chang, M.R. Vissers, D.C. Antonio, J. Gao, D.W. Abraham, 
J.M. Chow, J.M. Gambetta, M.B. Rothwell, G.A. Keefe, M. Steffen, D.P. Pappas, 
Appl. Phys. Lett. 103, 012602 (2013).
41. S. Seidelin, J. Chiaverini, R. Reichle, J.J. Bollinger, D. Leibfried, J. Britton, 
J.H. Wesenberg, R.B. Blakestad, R.J. Epstein, D.B. Hume, W.M. Itano, J.D. 
Jost, C. Langer, R. Ozeri, N. Shiga, D.J. Wineland, Phys. Rev. Lett. 96, 253003 
(2006).
42. J. Chiaverini, J.M. Sage, Phys. Rev. A At. Mol. Opt. Phys. 89, 012318 
(2014).
43. J.A. Sedlacek, J. Stuart, D.H. Slichter, C.D. Bruzewicz, R. McConnell, 
J.M. Sage, J. Chiaverini, Phys. Rev. A 98, 063430 (2018).
44. D.A. Hite, Y. Colombe, A.C. Wilson, K.R. Brown, U. Warring, R. Jördens, 
J.D. Jost, K.S. McKay, D.P. Pappas, D. Leibfried, D.J. Wineland, Phys. Rev. Lett. 
109, 103001 (2012).
45. N. Daniilidis, S. Gerber, G. Bolloten, M. Ramm, A. Ransford, E. Ulin-Avila, 
I. Talukdar, H. Häffner, Phys. Rev. B Condens. Matter Mater. Phys. 89, 245435 
(2014).
46. K.S. McKay, D.A. Hite, Y. Colombe, R. Jördens, A.C. Wilson, D.H. Slichter, 
D.T.C. Allcock, D. Leibfried, D.J. Wineland, D.P. Pappas, arXiv:1406.1778 (2014).
47. R. McConnell, C. Bruzewicz, J. Chiaverini, J. Sage, Phys. Rev. A At. Mol. Opt. 
Phys. 92, 020302 (2015).
48. R. Barends, J. Wenner, M. Lenander, Y. Chen, R.C. Bialczak, J. Kelly, 
E. Lucero, P. O’Malley, M. Mariantoni, D. Sank, H. Wang, T.C. White, Y. Yin, 
J. Zhao, A.N. Cleland, J.M. Martinis, J.J.A. Baselmans, Appl. Phys. Lett. 99, 
113507 (2011).
49. D. Culcer, N.M. Zimmerman, Appl. Phys. Lett. 102, 232108 (2013).
50. R. De Sousa, Phys. Rev. B Condens. Matter Mater. Phys. 76, 245306 (2007).



496 MRS BULLETIN • VOLUME 45 • JUNE 2020 • mrs.org/bulletin 

MATERIALS SCIENCE FOR QUANTUM INFORMATION SCIENCE AND TECHNOLOGY

51. D. Culcer, X. Hu, S. Das Sarma, Appl. Phys. Lett. 95, 073102 (2009).
52. P.M. Radmore, P.L. Knight, J. Phys. B At. Mol. Phys. 15, 561 (1982).
53. F.T. Hioe, Phys. Rev. A 28, 879 (1983).
54. A. Blais, J. Gambetta, A. Wallraff, D.I. Schuster, S.M. Girvin, M.H. Devoret, 
R.J. Schoelkopf, Phys. Rev. A At. Mol. Opt. Phys. 75, 032329 (2007).
55. J. Koch, T.M. Yu, J. Gambetta, A.A. Houck, D.I. Schuster, J. Majer, A. Blais, 
M.H. Devoret, S.M. Girvin, R.J. Schoelkopf, Phys. Rev. A At. Mol. Opt. Phys. 76, 
042319 (2007).
56. O. Dial, D.T. McClure, S. Poletto, G.A. Keefe, M.B. Rothwell, J.M. Gambetta, 
D.W. Abraham, J.M. Chow, M. Steffen, Supercond. Sci. Technol. 29, 044001 
(2016).
57. M. Sandberg, M.R. Vissers, J.S. Kline, M. Weides, J. Gao, D.S. Wisbey, 
D.P. Pappas, Appl. Phys. Lett. 100, 262605 (2012).
58. J. Gao, M. Daal, A. Vayonakis, S. Kumar, J. Zmuidzinas, B. Sadoulet, 
B. A. Mazin, P.K. Day, H.G. Leduc, Appl. Phys. Lett. 92, 152505 (2008).
59. C.J.K. Richardson, N.P. Siwak, J. Hackley, Z.K. Keane, J.E. Robinson, B. Arey, 
I. Arslan, B.S. Palmer, Supercond. Sci. Technol. 29, 64003 (2016).
60. S.E. De Graaf, L. Faoro, J. Burnett, A.A. Adamyan, A.Y. Tzalenchuk, 
S.E. Kubatkin, T. Lindström, A.V. Danilov, Nat. Commun. 9, 1143 (2018).
61. S. Shankar, A.M. Tyryshkin, J. He, S.A. Lyon, Phys. Rev. B Condens. Matter 
Mater. Phys. 82, 195323 (2010).
62. N. Adelstein, D. Lee, J.L. DuBois, K.G. Ray, J.B. Varley, V. Lordi, AIP Adv. 7, 
025110 (2017).
63. L. Gordon, H. Abu-Farsakh, A. Janotti, C.G. Van de Walle, Sci. Rep. 4, 7590 
(2014).
64. A.M. Holder, K.D. Osborn, C.J. Lobb, C.B. Musgrave, Phys. Rev. Lett. 111, 
065901 (2013).
65. R. Mcdermott, IEEE Trans. Appl. Supercond. 19, 2 (2009).
66. J.D. Brehm, A. Bilmes, G. Weiss, A.V. Ustinov, J. Lisenfeld, Appl. Phys. Lett. 
111, 112601 (2017).
67. C.R.H. McRae, R.E. Lake, J.L. Long, M. Bal, X. Wu, B. Jugdersuren, 
T.H. Metcalf, X. Liu, D.P. Pappas, arXiv a:1909.07428 (2019).
68. C. Müller, J.H. Cole, J. Lisenfeld, Rep. Prog. Phys. 82, 124501 (2019).
69. A.P. Paz, I.V. Lebedeva, I.V. Tokatly, A. Rubio, Phys. Rev. B Condens. Matter 
Mater. Phys. 90, 224202 (2014).
70. C. Wang, Y.Y. Gao, I.M. Pop, U. Vool, C. Axline, T. Brecht, R.W. Heeres, 
L.  Frunzio, M.H. Devoret, G. Catelani, L.I. Glazman, R.J. Schoelkopf, 
Nat. Commun. 5, 5839 (2014).
71. G. Catelani, J. Koch, L. Frunzio, R.J. Schoelkopf, M.H. Devoret, L.I. Glazman, 
Phys. Rev. Lett. 106, 077002 (2011).
72. M.V. Gustafsson, A. Pourkabirian, G. Johansson, J. Clarke, P. Delsing, Phys. 
Rev. B Condens. Matter Mater. Phys. 88, 245410 (2013).
73. G. Ramon, X. Hu, Phys. Rev. B Condens. Matter Mater. Phys. 81, 045304 
(2010).
74. J. Bylander, S. Gustavsson, F. Yan, F. Yoshihara, K. Harrabi, G. Fitch, 
D.G. Cory, Y. Nakamura, J.S. Tsai, W.D. Oliver, Nat. Phys. 7, 565 (2011).
75. F. Yan, S. Gustavsson, J. Bylander, X. Jin, F. Yoshihara, D.G. Cory, 
Y. Nakamura, T.P. Orlando, W.D. Oliver, Nat. Commun. 4, 2337 (2013).
76. B. Sarabi, A.N. Ramanayaka, A.L. Burin, F.C. Wellstood, K.D. Osborn, Phys. 
Rev. Lett. 116, 167002 (2016).
77. J. Lisenfeld, G.J. Grabovskij, C. Müller, J.H. Cole, G. Weiss, A.V. Ustinov, 
Nat. Commun. 6, 6182 (2015).
78. S. Schlör, J. Lisenfeld, C. Müller, A. Bilmes, A. Schneider, D.P. Pappas, 
A.V. Ustinov, M. Weides, Phys. Rev. Lett. 123, 190502 (2019).
79. D. Lee, J.L. DuBois, V. Lordi, Phys. Rev. Lett. 112, 017001 (2014).
80. I.W. Rangelow, J. Vac. Sci. Technol. B Microelectron. Nanometer Struct. 13, 
2394 (1995).
81. C.M. Quintana, A. Megrant, Z. Chen, A. Dunsworth, B. Chiaro, R. Barends, 
B. Campbell, Y. Chen, I.-C. Hoi, E. Jeffrey, J. Kelly, J.Y. Mutus, P.J.J. O’Malley, 
C. Neill, P. Roushan, D. Sank, A. Vainsencher, J. Wenner, T.C. White, A.N. Cleland, 
J.M. Martinis, Appl. Phys. Lett. 105, 062601 (2014).
82. X.Y. Liu, I. Arslan, B.W. Arey, J. Hackley, V. Lordi, C.J.K. Richardson, ACS 
Nano 12, 6843 (2018).
83. J. Shabani, M. Kjaergaard, H.J. Suominen, Y. Kim, F. Nichele, K. Pakrouski, 
T. Stankevic, R.M. Lutchyn, P. Krogstrup, R. Feidenhans’l, S. Kraemer, C. Nayak, 
M. Troyer, C.M. Marcus, C.J. Palmstrom, Phys. Rev. B Condens. Matter Mater. 
Phys. 93, 155402 (2016).
84. S. Gazibegovic, D. Car, H. Zhang, S.C. Balk, J.A. Logan, M.W.A. De Moor, 
M.C. Cassidy, R. Schmits, D. Xu, G. Wang, P. Krogstrup, R.L.M. Op Het Veld, 
K. Zuo, Y. Vos, J. Shen, D. Bouman, B. Shojaei, D. Pennachio, J.S. Lee, P.J. Van 
Veldhoven, S. Koelling, M.A. Verheijen, L.P. Kouwenhoven, C.J. Palmstrøm, 
E.P.A.M. Bakkers, Nature 548, 434 (2017).
85. L.J. Zeng, S. Nik, T. Greibe, P. Krantz, C.M. Wilson, P. Delsing, E. Olsson, 
J. Phys. D Appl. Phys. 48, 395308 (2015).
86. M.J. Cyster, J.S. Smith, J.A. Vaitkus, N. Vogt, S.P. Russo, J.H. Cole, Phys. 
Rev. Res. 2, 013110 (2019).

87. R. De Sousa, K.B. Whaley, T. Hecht, J. Von Delft, F.K. Wilhelm, Phys. Rev. B 
Condens. Matter Mater. Phys. 80, 094515 (2009).
88. S. Oh, K. Cicak, J.S. Kline, M.A. Sillanpaa, K.D. Osborn, J.D. Whittaker, 
R.W. Simmonds, D.P. Pappas, Phys. Rev. B Condens. Matter Mater. Phys. 74, 
100502 (2006).
89. M. Jamali, I. Gerhardt, M. Rezai, K. Frenner, H. Fedder, J. Wrachtrup, Rev. 
Sci. Instrum. 85, 123703 (2014).
90. P. Appel, E. Neu, M. Ganzhorn, A. Barfuss, M. Batzer, M. Gratz, A. Tschöpe, 
P. Maletinsky, Rev. Sci. Instrum. 87, 063703 (2016).
91. M.J. Burek, Y. Chu, M.S.Z. Liddy, P. Patel, J. Rochman, S. Meesala, W. Hong, 
Q. Quan, M.D. Lukin, M. Loncar, Nat. Commun. 5, 5718 (2014).
92. J.W. Lyding, T.C. Shen, J.S. Hubacek, J.R. Tucker, G.C. Abeln, Appl. Phys. 
Lett. 64, 2010 (1994).
93. S.A. Cybart, E.Y. Cho, T.J. Wong, B.H. Wehlin, M.K. Ma, C. Huynh, R.C. Dynes, 
Nat. Nanotechnol. 10, 598 (2015).
94. Y.P. Shim, C. Tahan, Nat. Commun. 5, 4225 (2014).
95. M. Fuechsle, J.A. Miwa, S. Mahapatra, H. Ryu, S. Lee, O. Warschkow, 
L.C.L.  Hollenberg, G. Klimeck, M. Simmons, Nat. Nanotechnol. 7, 242 
(2012).
96. A.L. Saraiva, J. Salfi, J. Bocquel, B. Voisin, S. Rogge, R.B. Capaz, 
M.J. Calderón, B. Koiller, Phys. Rev. B. 93, 045303 (2016).
97. A. Safavi-Naini, P. Rabl, P.F. Weck, H.R. Sadeghpour, Phys. Rev. A At. Mol. 
Opt. Phys. 84, 023412 (2011).
98. Q.A. Turchette, D. Kielpinski, B.E. King, D. Leibfried, D.M. Meekhof, C.J. 
Myatt, M.A. Rowe, C.A. Sackett, C.S. Wood, W.M. Itano, C. Monroe, D.J. 
Wineland, Phys. Rev. A At. Mol. Opt. Phys. 61, 8 (2000).
99. C.J.K. Richardson, N.P. Siwak, J. Hackley, Z.K. Keane, J.E. Robinson, B. Arey, 
I. Arslan, B.S. Palmer, Supercond. Sci. Technol. 29, 064003 (2016).
100. C.T. Earnest, J.H. Béjanin, T.G. McConkey, E.A. Peters, A. Korinek, H. Yuan, 
M. Mariantoni, Supercond. Sci. Technol. 31, 125013 (2018).
101. T.W. Larsen, K.D. Petersson, F. Kuemmeth, T.S. Jespersen, P. Krogstrup, 
J. Nygard, C.M. Marcus, Phys. Rev. Lett. 115, 1 (2015).
102. J.M. Martinis, K.B. Cooper, R. McDermott, M. Steffen, M. Ansmann, 
K.D. Osborn, K. Cicak, S. Oh, D.P. Pappas, R.W. Simmonds, C.C. Yu, Phys. Rev. 
Lett. 95, 210503 (2005).
103. H. Paik, K.D. Osborn, Appl. Phys. Lett. 96, 072505 (2010).
104. J.R. Williams, A.J. Bestwick, P. Gallagher, S.S. Hong, Y. Cui, A.S. Bleich, 
J.G. Analytis, I.R. Fisher, D. Goldhaber-Gordon, Phys. Rev. Lett. 109, 056803 
(2012).
105. S.M. Frolov, S.R. Plissard, S. Nadj-Perge, L.P. Kouwenhoven, E.P.A.M. 
Bakkers, MRS Bull. 38, 809 (2013).
106. A. Stern, N.H. Lindner, Science 339, 1179 (2013).
107. P. Krogstrup, N.L.B. Ziino, W. Chang, S.M. Albrecht, M.H. Madsen, 
E. Johnson, J. Nygård, C.M. Marcus, T.S. Jespersen, Nat. Mater. 14, 400 (2015).
108. N.C. Jones, R. Van Meter, A.G. Fowler, P.L. McMahon, J. Kim, T.D. Ladd, 
Y. Yamamoto, Phys. Rev. X 2, 031007 (2012).
109. R. Van Meter, C. Horsman, Commun. ACM 56, 84 (2013).
110. M. Ahsan, R. Van Meter, J. Kim, ACM J. Emerg. Technol. Comput. Syst. 
12, 39 (2015).
111. D.P. DiVincenzo, P.W. Shor, Phys. Rev. Lett. 77, 3260 (1996).
112. E. Knill, R. Laflamme, Phys. Rev. A At. Mol. Opt. Phys. 55, 900 (1997).
113. A.Y. Kitaev, Russ. Math. Surv. 52, 1191 (1997).
114. A.M. Steane, Nature 399, 124 (1999).
115. A.M. Steane, Phys. Rev. A At. Mol. Opt. Phys. 54, 4741 (1996).
116. S. Das Sarma, M. Freedman, C. Nayak, Phys. Today 59, 32 (2006).
117. X.L. Qi, T.L. Hughes, S.C. Zhang, Phys. Rev. B Condens. Matter Mater. 
Phys. 82, 184516 (2010).
118. S. Sasaki, M. Kriener, K. Segawa, K. Yada, Y. Tanaka, M. Sato, Y. Ando, 
Phys. Rev. Lett. 107, 217001 (2011).
119. P. Zhang, K. Yaji, T. Hashimoto, Y. Ota, T. Kondo, K. Okazaki, Z. Wang, 
J. Wen, G.D. Gu, H. Ding, S. Shin, Science 360, 182 (2018).
120. R.M. Lutchyn, E.P.A.M. Bakkers, L.P. Kouwenhoven, P. Krogstrup, 
C.M. Marcus, Y. Oreg, Nat. Rev. Mater. 3, 52 (2018).
121. A.G. Fowler, M. Mariantoni, J.M. Martinis, A.N. Cleland, Phys. Rev. A At. 
Mol. Opt. Phys. 86, 032324 (2012).
122. C.D. Bruzewicz, J. Chiaverini, R. McConnell, J.M. Sage, Appl. Phys. Rev. 
6, 021314 (2019).
123. D. Rosenberg, D. Kim, R. Das, D. Yost, S. Gustavsson, D. Hover, P. Krantz, 
A. Melville, L. Racz, G.O. Samach, S.J. Weber, F. Yan, J.L. Yoder, A.J. Kerman, 
W.D. Oliver, NPJ Quantum Inf. 3, 42 (2017).
124. N. Amemiya, O. Tsukamoto, IEEE Trans. Appl. Supercond. 5, 218  
(1995).
125. S. Barannikova, G. Shlyakhova, L. Zuev, A. Malinovskiy, Int. J. GEOMATE 
10, 1906 (2016).
126. S.G. Kang, M.G. Kim, C.G. Kim, Compos. Struct. 78, 440 (2007).
127. J. Preskill, Quantum 2, 79 (2018). 



497 MRS BULLETIN • VOLUME 45 • JUNE 2020 • mrs.org/bulletin

MATERIALS SCIENCE FOR QUANTUM INFORMATION SCIENCE AND TECHNOLOGY

Christopher J.K. Richardson is a research sci-
entist in the Laboratory for Physical Sciences 
and an adjunct professor in the Department 
of Materials Science and Engineering at the 
University of Maryland. He received his MS 
and PhD degrees in materials science and engi-
neering in 1997 and 2000, respectively, from 
Johns Hopkins University and his BS degree 
in engineering physics from the University of 
Maine in 1995. He has authored papers and 
conference contributions in technical areas 
spanning epitaxial material design, growth, 
materials characterization, optoelectronic 
devices, and superconductor resonators. His 

current research interests include molecular beam epitaxy of dissimilar mate-
rials and the materials science of quantum computing. Richardson can be 
reached by email at richardson@lps.umd.edu.

Shashank Misra  has been a member of the 
research staff at Sandia National Laboratories 
since 2013. He currently leads the Far Reaching 
Applications, Implications, and Realization of 
Digital Electronics at the Atomic Limit Project. 
He received his PhD degree in physics from 
the University of Illinois at Urbana-Champaign 
in 2005. His research interests include the 
development of instruments, techniques, and 
devices that provide new access to exotic 
phases in quantum materials, quantum 
phase transitions, and quantum effects in 
semiconductors. His current research focuses 
on chemical vapor deposition and scanning 

tunneling microscopy-based lithography to 
fabricate atomically precise dopant devices in semiconductors. Misra can be 
reached by email at smisra@sandia.gov.

Vincenzo Lordi  is the group leader of the 
Quantum Simulations Group at Lawrence 
Livermore National Laboratory (LLNL). He 
received his PhD degree in materials science in 
2004 and MS degree in electrical engineering 
in 2002 from Stanford University, and his BSE 
degree in chemical engineering from Princeton 
University in 1999. His research includes com-
putational materials science from the atomistic 
to device scale, as well as materials character-
ization with an emphasis on optical, x-ray, and 
electron spectroscopies and imaging. He was a 
Hertz Graduate Fellow, Lawrence Postdoctoral 
Fellow, and Scowcroft National Security Fellow. 

Lordi recently received The Minerals, Metals & Material Society Young Leaders 
Award and the LLNL Early-Mid Career Recognition Award. He co-organized the 
inaugural “Materials Issues for Quantum Information” symposium at the 2016 
MRS Fall Meeting. Lordi can be reached by email at lordi2@llnl.gov.

Javad Shabani  is an assistant professor of 
physics at New York University and a mem-
ber of the Center for Quantum Phenomena. 
He received his PhD degree from Princeton 
University in 2011, and conducted postdoc-
toral research at Harvard University and the 
University of California, Santa Barbara. His 
research focuses on quantum computing, 
topological superconductivity, and developing 
novel superconducting devices. His research 
includes epitaxial growth of quantum materi-
als and developing hybrid solutions for quan-
tum and classical computing technologies. He 
is the recipient of US Army and US Air Force 
Early Career Awards. Shabani can be reached 
by email at jshabani@nyu.edu.

For over seven decades, the Device Research Conference (DRC) has brought 
together leading scientists, researchers and students to share their latest discoveries 
in device science, technology and modeling … and this year will be no different.  
Though presented virtually, DRC 2020 promises to be a valuable and technically 
stimulating event, and we hope you’ll plan to attend! 

GENERAL CHAIR 
Siddharth Rajan 
The Ohio State University

TECHNICAL  
PROGRAM CHAIR 
Zhihong Chen 
Purdue University

TECHNICAL  
PROGRAM VICE-CHAIR 
Becky (R.L.) Peterson 
University of Michigan

The 78th DRC is managed by 

mrs.org/conference-services

CONFERENCE  SERVICES
Because the Experience Matters

®

ONLINE  
REGISTRATION  

ONLY  
No registrations will be accepted  

after 11:59 pm, Tuesday, June 16, 2020.

Oral Presenter—$100
Poster Presenter—$50
Regular Attendee—$0

THE 2020 CONFERENCE WILL FEATURE:
• Short Course:  Devices for IoT—Device Opportunities in the 

Emerging Era of Internet of Things (Sunday, June 21)
• Oral and poster presentations on electronic/photonic device 

experiments and simulations
• Plenary and invited presentations given by worldwide leaders
• Evening “rump” session (Tuesday, June 23)
• Strong student participation and Student Paper Awards

mrs.org/drc-2020

78TH DEVICE RESEARCH CONFERENCE
June 21-24, 2020 June 21–24, 2020



     

Advanced Nanomechanical Testing 

Submission Deadline—August 14, 2020

FOCUS ISSUE  •  MARCH 2021

jmr@mrs.org
Please direct questions to jmr@mrs.orgC

A
L

L
 F

O
R

 P
A

P
E

R
S

Small-scale mechanical characterization is essential for ensuring the service performance and 

lifetime of small components, such as thin films and coatings, electronic sensors, and MEMS. The 

first mechanical measurements on the submicrometer scale were enabled by the development 

of nanoindentation in the 1980s. JMR has long been the flagship journal for this field. In addition 

to countless contributed articles, previous Focus Issues published over the past two decades 

have disseminated the latest in method developments and trends in the field.

In addition to providing a long-expected update, this Focus Issue will expand the scope of 

nanomechanical testing methods beyond classical nanoindentation. Recent years have seen 

numerous attempts to access specific materials parameters and to better account for the typical 

operational conditions of the sample of interest. We therefore welcome contributions related to, 

but not limited to, focused ion beam (FIB) enabled methods, complex loading conditions, in situ 

testing, and testing in extreme environments. Application of nanomechanical testing methods to 

new types of materials are also encouraged. This Focus Issue is a unique opportunity to highlight 

and share recent significant developments and achievements with the greater nanomechanics 

community.

Contributing papers are solicited in the following areas:
   Nanoindentation, micromechanical, and nanomechanical testing 

  New developments, e.g., for the acquisition of the full stress–strain response

 Application to new types of materials

  Complex loading conditions (cyclic fatigue, fracture testing)

 Extreme testing environments (high and low temperatures, irradiation, high strain rates)

  In situ testing (in scanning electron microscope, transmission electron microscope,  

 or synchrotron)

GUEST EDITORS
Benoit Merle, Friedrich-Alexander-Universität Erlangen-Nümberg (FAU), Germany

Verena Maier-Kiener, Montanuniversität Leoben, Austria

Timothy J. Rupert, University of California, Irvine, USA

George M. Pharr, Texas A&M University

MANUSCRIPT SUBMISSION
To be considered for this issue, new and previously unpublished results or review articles 

significant to the development of this field should be presented. The manuscripts must be 

submitted via the JMR electronic submission system by August 14, 2020. Manuscripts submitted 

after this deadline will not be considered for the issue due to time constraints on the review 

process. Please select “Advanced Nanomechanical Testing” as the Focus Issue designation. Note 
our manuscript submission minimum length of 3250 words, excluding figures, captions, 
and references, with at least 6 and no more than 10 figures and tables combined. Review 
articles may be longer but must be pre-approved by proposal to the Guest Editors via 
jmr@mrs.org. The proposal form and author instructions may be found at www.mrs.org/
jmr-instructions. All manuscripts will be reviewed in a normal but expedited fashion. Papers 

submitted by the deadline and subsequently accepted will be published in the Focus Issue. 

Other manuscripts that are acceptable but cannot be included in the issue will be scheduled for 

publication in a subsequent issue of JMR.


