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Abstract

In the paper, a linear differential equation with variable coefficients and
a Caputo fractional derivative is considered. For this equation, a Cauchy
problem is studied, when an initial condition is given at an intermediate
point that does not necessarily coincide with the initial point of the frac-
tional differential operator. A detailed analysis of basic properties of the
fundamental solution matrix is carried out. In particular, the Hölder con-
tinuity of this matrix with respect to both variables is proved, and its dual
definition is given. Based on this, two representation formulas for the so-
lution of the Cauchy problem are proposed and justified.
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1. Introduction

Representation formulas for solutions of linear differential equations
play an important role in differential equations theory. In particular, they
constitute the basis for the study and construction of solutions of various
problems arising in stability, control, and differential games theories for
linear dynamical systems.

For many classes of linear differential equations with fractional order
derivatives, such representation formulas are known. For various linear
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equations with constant coefficients, they are given, e.g., in [1], [2], [5],
[7, Section 7.1], [8], [14], [16, Chapter 5], [21]. The case of variable co-
efficients is significantly less investigated, see, e.g., [3], [7, Sect. 7.1], [15].
Let us particularly note paper [3], where not only representation formulas
for solutions are derived, but also fundamental solution matrices are intro-
duced and studied in detail under sufficiently general assumptions and for
both Riemann–Liouville and Caputo fractional derivatives. Let us also note
that, e.g., in [23], [24], representation formulas are proposed for solutions
of fractional order linear functional-differential equations with delays.

However, in all these works, in the case of Caputo derivatives, differen-
tial equations are considered only with initial conditions given by a value
x(t0) of a solution at a point t0 that coincides with the initial point of the
fractional differential operator. The goal of this paper is to propose rep-
resentation formulas for solutions in the case of general initial conditions.
Due to a non-local structure of fractional differential operators, as an initial
data at an intermediate point t∗, it is natural to consider not only a value
x(t∗) of a solution at this point, but all the values x(t) for t ∈ [t0, t∗], see,
e.g., [6], [11].

The necessity of representation formulas for solutions of linear differen-
tial equations with such intermediate initial conditions arises, for example,
in the study of control problems and differential games. In particular, these
formulas play a key role in constructing effective and numerically realizable
optimal feedback control strategies. For one of the approaches, success-
fully developed for various classes of functional-differential equations with
delays, the reader is referred to [12], [13], [17], [18], [20] (see also [19]).
Bearing in mind such further applications, let us note that the choice of
admissible initial functions at intermediate initial points should naturally
agree with a notion of a solution of a differential equation.

The rest of the paper is organized as follows. In Section 2, the def-
initions and basic properties of fractional order integrals and derivatives
are recalled, and also some preliminary results are proved. In Section 3,
a linear differential equation with variable coefficients and a Caputo frac-
tional derivative is considered. For this equation, a Cauchy problem is
formulated, when an initial condition is given at an intermediate point. A
notion of a solution of this Cauchy problem is introduced, a statement on
the existence and uniqueness of such a solution is given. In Section 4, the
fundamental solution matrix is considered, and its properties are studied,
including the Hölder continuity with respect to both variables and a dual
definition. A comparison with the corresponding results of [3] is carried out.
In Section 5, two representation formulas for the solution of the considered
Cauchy problem are proposed and justified.
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2. Notations, definitions, and preliminary results

The basic notations used in the paper are standard. Let a number
n ∈ N be fixed. Let Rn and Rn×n be the spaces of n-dimensional vectors
and (n×n)-matrices, and let Idn ∈ Rn×n stand for the identity matrix. By
‖ · ‖, we denote a norm in Rn and the corresponding norm in Rn×n.

Let numbers a, b ∈ R, a ≤ b, be fixed, and let X be one of the spaces
Rn or Rn×n. Let us consider a function ϕ : [a, b] → X, for which we also use
the notation ϕ(·). We say that ϕ(·) ∈ L∞([a, b],X), if the function ϕ(·) is
(Lebesgue) measurable and ‖ϕ(·)‖[a,b] < ∞, where we denote ‖ϕ(·)‖[a,b] =
ess supt∈[a,b] ‖ϕ(t)‖ for a < b and ‖ϕ(·)‖[a,b] = ‖ϕ(a)‖ for a = b. Further, we

say that ϕ(·) ∈ C([a, b],X), if the function ϕ(·) is continuous. Let us note
that, in the case when a = b, the spaces L∞([a, b],X) and C([a, b],X) can
be identified with the space X.

2.1. Fractional integrals and derivatives. Let a number α ∈ (0, 1) be
fixed. For a function ϕ : [a, b] → X, the left-sided and right-sided Riemann–
Liouville fractional integrals of the order α are defined for t ∈ [a, b] by

(Iαa+ϕ)(t) =
1

Γ(α)

∫ t

a

ϕ(τ)

(t− τ)1−α
dτ, (Iαb−ϕ)(t) =

1

Γ(α)

∫ b

t

ϕ(τ)

(τ − t)1−α
dτ,

where Γ is the gamma-function. According to [9, Proposition 2.1] (see also
the references therein), the following proposition holds.

Proposition 2.1. For any ϕ(·) ∈ L∞([a, b],X), the values (Iαa+ϕ)(t)
and (Iαb−ϕ)(t) are correctly defined for every t ∈ [a, b]. The inequalities

‖(Iαa+ϕ)(t1)− (Iαa+ϕ)(t2)‖ ≤ HI‖ϕ(·)‖[a,b]|t1 − t2|α,
‖(Iαb−ϕ)(t1)− (Iαb−ϕ)(t2)‖ ≤ HI‖ϕ(·)‖[a,b]|t1 − t2|α

are valid for t1, t2 ∈ [a, b] with the number HI = 2/Γ(α+ 1). In particular,
the inclusions (Iαa+ϕ)(·), (Iαb−ϕ)(·) ∈ C([a, b],X) hold.

For a function x : [a, b] → X, the left-sided Riemann–Liouville and
Caputo fractional derivatives of the order α are defined for t ∈ [a, b] by

(D α
a+x)(t) =

d

dt
(I1−α

a+ x)(t) =
1

Γ(1− α)

d

dt

∫ t

a

x(τ)

(t− τ)α
dτ,

(CD α
a+x)(t) =

d

dt

(
I1−α
a+ (x(·) − x(a))

)
(t) =

1

Γ(1− α)

d

dt

∫ t

a

x(τ)− x(a)

(t− τ)α
dτ.

We say that x(·) ∈ ACα([a, b],X), if there exists ϕ(·) ∈ L∞([a, b],X) such
that x(t) = x(a) + (Iαa+ϕ)(t), t ∈ [a, b]. Let us note that, if a = b, then
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ACα([a, b],X) can be identified with X. According to [9, Proposition 2.2]
(see also the references therein), the following proposition is valid.

Proposition 2.2. For any x(·) ∈ ACα([a, b],X), the value (CD α
a+x)(t)

is correctly defined for almost every t ∈ [a, b]. Moreover, the inclusion
(CD α

a+x)(·) ∈ L∞([a, b],X) holds (i.e., there exists ϕ(·) ∈ L∞([a, b],X)

such that ϕ(t) = (CD α
a+x)(t) for almost every t ∈ [a, b]), and(

Iαa+(
CD α

a+x)
)
(t) = x(t)− x(a), t ∈ [a, b].

2.2. Auxiliary operators Jα
a+ and Jα

b−. For a function ϕ : [a, b] → X,
let us denote

(Rα
a+ϕ)(t) =

(1− α) sin(απ)

π

∫ t

a
K(t− a, τ − a)ϕ(τ) dτ,

(Rα
b−ϕ)(t) =

(1− α) sin(απ)

π

∫ b

t
K(b− t, b− τ)ϕ(τ) dτ,

where t ∈ [a, b] and, for (ξ, τ) ∈ (0,∞) × (0,∞) such that ξ > τ,

K(ξ, τ) =
1

τ1−α

∫ 1

0

ηα

(1− η)α(τ + η(ξ − τ))α
dη.

One can show that the function K is correctly defined, non-negative, con-
tinuous, and homogenous of degree −1. Furthermore,

K(1, τ) ≤ 1

(1− α)τ1−α
, τ ∈ (0, 1).

Based on these properties of K, one can obtain the result below.

Proposition 2.3. For any ϕ(·) ∈ L∞([a, b],X), the values (Rα
a+ϕ)(t)

and (Rα
b−ϕ)(t) are correctly defined for every t ∈ [a, b]. Moreover, the func-

tions (Rα
a+ϕ)(·) and (Rα

b−ϕ)(·) are measurable, and the inequalities

‖(Rα
a+ϕ)(t)‖ ≤ MR‖ϕ(·)‖[a,t], ‖(Rα

b−ϕ)(t)‖ ≤ MR‖ϕ(·)‖[t,b], t ∈ [a, b],

are valid with the number MR = (απ)−1 sin(απ). In particular, the inclu-
sions (Rα

a+ϕ)(·), (Rα
b−ϕ)(·) ∈ L∞([a, b],X) hold.

For a function ϕ : [a, b] → X, let us denote

(Jα
a+ϕ)(t) =

(t− a)1−α

Γ(α)

∫ t

a

ϕ(τ)

(t− τ)1−α(τ − a)1−α
dτ,

(Jα
b−ϕ)(t) =

(b− t)1−α

Γ(α)

∫ b

t

ϕ(τ)

(b− τ)1−α(τ − t)1−α
dτ,
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where t ∈ [a, b]. By the scheme from [22, Lemma 3.1], one can prove the
following lemma.

Lemma 2.1. For any ϕ(·) ∈ L∞([a, b],X), the values (Jα
a+ϕ)(t) and

(Jα
b−ϕ)(t) are correctly defined for every t ∈ [a, b], and the equalities

(Jα
a+ϕ)(t) =

1

Γ(α)

∫ t

a

ϕ(τ) + (Rα
a+ϕ)(τ)

(t− τ)1−α
dτ,

(Jα
b−ϕ)(t) =

1

Γ(α)

∫ b

t

ϕ(τ) + (Rα
b−ϕ)(τ)

(τ − t)1−α
dτ

(2.1)

are valid for t ∈ [a, b].

Corollary 2.1. For any ϕ(·) ∈ L∞([a, b],X), the inequalities

‖(Jα
a+ϕ)(t1)− (Jα

a+ϕ)(t2)‖ ≤ HJ‖ϕ(·)‖[a,b]|t1 − t2|α,
‖(Jα

b−ϕ)(t1)− (Jα
b−ϕ)(t2)‖ ≤ HJ‖ϕ(·)‖[a,b]|t1 − t2|α,

(2.2)

where t1, t2 ∈ [a, b], and

‖(Jα
a+ϕ)(t)‖ ≤ MJ

Γ(α)

∫ t

a

‖ϕ(·)‖[a,τ ]
(t− τ)1−α

dτ,

‖(Jα
b−ϕ)(t)‖ ≤ MJ

Γ(α)

∫ b

t

‖ϕ(·)‖[τ,b]
(τ − t)1−α

dτ,

(2.3)

where t ∈ [a, b], are valid with the numbers

HJ = (1+MR)HI =
2

Γ(α+ 1)

(
1+

sin(απ)

απ

)
, MJ = 1+MR = 1+

sin(απ)

απ
.

In particular, the inclusions (Jα
a+ϕ)(·), (Jα

b−ϕ)(·) ∈ C([a, b],X) hold.

P r o o f. Let ϕ(·) ∈ L∞([a, b],X) be fixed. According to the first equal-
ity in (2.1), for the function ψ(t) = ϕ(t) + (Rα

a+ϕ)(t), t ∈ [a, b], we have
(Jα

a+ϕ)(t) = (Iαa+ψ)(t), t ∈ [a, b]. By Proposition 2.3,

‖ψ(t)‖ ≤ ‖ϕ(t)‖ + ‖(Rα
a+ϕ)(t)‖ ≤ (1 +MR)‖ϕ(·)‖[a,t] for a.e. t ∈ [a, b].

Hence, for t ∈ [a, b],

‖(Jα
a+ϕ)(t)‖ = ‖(Iαa+ψ)(t)‖

≤ 1

Γ(α)

∫ t

a

‖ψ(τ)‖
(t− τ)1−α

dτ ≤ 1 +MR

Γ(α)

∫ t

a

‖ϕ(·)‖[a,τ ]
(t− τ)1−α

dτ,

and, due to Proposition 2.1, for t1, t2 ∈ [a, b],
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‖(Jα
a+ϕ)(t1)− (Jα

a+ϕ)(t2)‖ = ‖(Iαa+ψ)(t1)− (Jα
a+ψ)(t2)‖

≤ HI‖ψ(·)‖[a,b]|t1 − t2|α ≤ (1 +MR)HI‖ϕ(·)‖[a,b]|t1 − t2|α.
Thus, the first inequalities in (2.2) and (2.3) are proved. The validity of
the second inequalities in (2.2) and (2.3) can be shown in a similar way. �

3. Linear differential equations with Caputo derivatives

Let us fix numbers t0, ϑ ∈ R, t0 < ϑ, and functions

A(·) ∈ L∞([t0, ϑ],R
n×n), b(·) ∈ L∞([t0, ϑ],R

n). (3.1)

For a number t∗ ∈ [t0, ϑ) and a function w∗(·) ∈ ACα([t0, t∗],Rn), let us
consider the following Cauchy problem for the linear differential equation
with the Caputo fractional derivative

(CD α
t0+x)(t) = A(t)x(t) + b(t), x(t) ∈ Rn, t ∈ [t∗, ϑ], (3.2)

and the initial condition

x(t) = w∗(t), t ∈ [t0, t∗]. (3.3)

A function x : [t0, ϑ] → Rn is called a solution of Cauchy problem (3.2),
(3.3), if the inclusion x(·) ∈ ACα([t0, ϑ],R

n) is valid, initial condition (3.3)
holds, and differential equation (3.2) is satisfied for almost every t ∈ [t∗, ϑ].
By the scheme from [11, Proposition 2] (see also [9, Theorem 3.1]), one can
prove the proposition below.

Proposition 3.1. For any t∗ ∈ [t0, ϑ) and any w∗(·) ∈ ACα([t0, t∗],Rn),
there exists a unique solution of Cauchy problem (3.2), (3.3). This solution
is a unique function x(·) ∈ C([t0, ϑ],R

n) that satisfies initial condition (3.3)
and the integral equation

x(t) = w∗(t0) +
1

Γ(α)

∫ t∗

t0

(CD α
t0+w∗)(τ)

(t− τ)1−α
dτ

+
1

Γ(α)

∫ t

t∗

A(τ)x(τ) + b(τ)

(t− τ)1−α
dτ, t ∈ [t∗, ϑ]. (3.4)

The goal of the paper is to obtain representation formulas for the solu-
tion x(·) of Cauchy problem (3.2), (3.3). These formulas are based on an
appropriate notion of the fundamental solution matrix, which is introduced
and studied in the next section.
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4. The fundamental solution matrix

Let us denote

Ω =
{
(t, s) ∈ [t0, ϑ]× [t0, ϑ] : t ≥ s

}
, Ω0 =

{
(t, s) ∈ Ω : t > s

}
.

Following [3], one can consider the function Ω0 � (t, s) �→ Z(t, s) ∈ Rn×n

that is defined for any s ∈ [t0, ϑ) as a solution of the Cauchy problem for
the linear homogenous differential equation with the Riemann–Liuoville
derivative

(D α
s+Z(·, s))(t) = A(t)Z(t, s), t ∈ (s, ϑ], (4.1)

and the initial condition

(I1−α
s+ Z(·, s))(s) = Idn, (4.2)

or, which is equivalent, as a solution of the corresponding integral equation

Z(t, s) =
Idn

Γ(α)(t − s)1−α
+

1

Γ(α)

∫ t

s

A(τ)Z(τ, s)

(t− τ)1−α
dτ, t ∈ (s, ϑ]. (4.3)

In [3], a detailed analysis of Cauchy problem (4.1), (4.2) and integral equa-
tion (4.3) is carried out, and, in terms of the function Z, a representation
formula for the solution x(·) of the original Cauchy problem (3.2), (3.3) is
given in a particular case when t∗ = t0. Let us note that the function Z
may have a singularity when t goes to s, which significantly complicates
the study and use of this function. For example, in the case of constant
coefficients, i.e., when A(t) = A0 ∈ Rn×n, t ∈ [t0, ϑ], we have (see [3,
Example 2])

Z(t, s) =
Eα,α((t− s)αA0)

(t− s)1−α
, (t, s) ∈ Ω0,

where Eα,α is the two-parametric Mittag-Leffler function.

One of the questions here is related to derivation of the properties of
the function [t0, t) � s �→ Z(t, s) ∈ Rn×n for a fixed t ∈ (t0, ϑ] directly
from relation (4.3). In [3, Lemma 5], the measurability of this function
is stated, but this fact is not discussed in the given proof. Nevertheless,
it plays a key role in the proofs of the representation formula and duality
theorem [3, Theorems 5 and 7]. Since this question is also important for
the present paper, it is suggested to pay more attention to it. In this way,
it is proposed to introduce the function (t − s)1−αZ(t, s), (t, s) ∈ Ω, and
study the properties of this function instead of Z itself.

Namely, let us consider the function Ω � (t, s) �→ F (t, s) ∈ Rn×n that is
defined for any s ∈ [t0, ϑ] as a continuous solution of the integral equation

F (t, s) =
Idn
Γ(α)

+
(t− s)1−α

Γ(α)

∫ t

s

A(τ)F (τ, s)

(t− τ)1−α(τ − s)1−α
dτ, t ∈ [s, ϑ]. (4.4)
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The propositions below establish basic properties of the function F. Despite
the fact that some of them can be derived from the corresponding properties
of the function Z and the equality

F (t, s) = (t− s)1−αZ(t, s), (t, s) ∈ Ω0, (4.5)

their independent and complete proofs are given, since the constructions
and technique used are slightly different from [3].

Proposition 4.1. For any s ∈ [t0, ϑ], there exists a unique continuous
function [s, ϑ] � t �→ F (t, s) ∈ Rn×n satisfying integral equation (4.4).
Moreover, there exists a number MF > 0 such that

‖F (t, s)‖ ≤ MF , (t, s) ∈ Ω. (4.6)

P r o o f. For s = ϑ, we obtain from (4.4) that F (ϑ, ϑ) = Idn /Γ(α).
Let s ∈ [t0, ϑ) be fixed. Let us denote

MA = ‖A(·)‖[t0 ,ϑ] (4.7)

and choose a number k > 0 such that k−αMAMJ < 1, whereMJ is the num-
ber from Corollary 2.1. Let us consider the Banach space Ce([s, ϑ],R

n×n)
of functions ϕ(·) ∈ C([s, ϑ],Rn×n) with the Bielecki norm

‖ϕ(·)‖e = max
t∈[s,ϑ]

(‖ϕ(t)‖e−(t−s)k).

By the right-hand side of integral equation (4.4), let us define the operator
A : Ce([s, ϑ],R

n×n) → Ce([s, ϑ],R
n×n) as follows:

(Aϕ)(t) =
Idn
Γ(α)

+
(t− s)1−α

Γ(α)

∫ t

s

A(τ)ϕ(τ)

(t− τ)1−α(τ − s)1−α
dτ,

t ∈ [s, ϑ], ϕ(·) ∈ Ce([s, ϑ],R
n×n).

Let us note that, for any ϕ(·) ∈ Ce([s, ϑ],R
n×n),

(Aϕ)(t) =
Idn
Γ(α)

+ (Jα
s+ψ)(t), t ∈ [s, ϑ],

where ψ(t) = A(t)ϕ(t), t ∈ [s, ϑ]. According to the first inclusion in (3.1), we
have ψ(·) ∈ L∞([s, ϑ],Rn×n), and, therefore, it follows from Corollary 2.1
that (Aϕ)(·) ∈ Ce([s, ϑ],R

n×n). Hence, the operator A is correctly defined.
Let us show that this operator is a contraction. Let us fix ϕ1(·), ϕ2(·) ∈
Ce([s, ϑ],R

n×n). For any t ∈ [s, ϑ], we derive

‖(Aϕ1)(t)− (Aϕ2)(t)‖ ≤ (t− s)1−αMA

Γ(α)

∫ t

s

‖ϕ1(τ)− ϕ2(τ)‖
(t− τ)1−α(τ − s)1−α

dτ.

Since
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max
ξ∈[s,τ ]

‖ϕ1(ξ)− ϕ2(ξ)‖ ≤ max
ξ∈[s,τ ]

(‖ϕ1(ξ)− ϕ2(ξ)‖e−(ξ−s)k)e(τ−s)k

≤ ‖ϕ1(·)− ϕ2(·)‖ee(τ−s)k, τ ∈ [s, ϑ],

then, due to Corollary 2.1, we obtain

(t− s)1−α

Γ(α)

∫ t

s

‖ϕ1(τ)− ϕ2(τ)‖
(t− τ)1−α(τ − s)1−α

dτ

≤ MJ‖ϕ1(·)− ϕ2(·)‖e
Γ(α)

∫ t

s

e(τ−s)k

(t− τ)1−α
dτ.

Consequently, taking the inequality

1

Γ(α)

∫ t

s

e(τ−s)k

(t− τ)1−α
dτ ≤ e(t−s)kk−α

into account (see, e.g., the proof of [3, Theorem 1]), we conclude

‖(Aϕ1)(·)− (Aϕ2)(·)‖e ≤ k−αMAMJ‖ϕ1(·)− ϕ2(·)‖e. (4.8)

Thus, due to the choice of the number k, the operator A is a contraction.
By the Banach contraction principle, this operator has a unique fixed point,
which is a unique continuous solution [s, ϑ] � t �→ F (t, s) ∈ Rn×n of (4.4).

Further, let us prove that estimate (4.6) is valid with the number

MF =
e(ϑ−t0)k

Γ(α)(1 − k−αMAMJ)
.

For s = ϑ, we have ‖F (ϑ, ϑ)‖ = 1/Γ(α) ≤ MF . Let s ∈ [t0, ϑ) be fixed. Let
us introduce the function ϕ0(t) = 0 ∈ Rn×n, t ∈ [s, ϑ]. Then, according to
inequality (4.8), we derive

‖F (·, s)‖e = ‖(AF (·, s))(·)‖e
≤ ‖(AF (·, s))(·) − (Aϕ0)(·)‖e + ‖(Aϕ0)(·)‖e

≤ k−αMAMJ‖F (·, s)‖e + ‖(Aϕ0)(·)‖e.
Hence,

‖F (·, s)‖e ≤ ‖(Aϕ0)(·)‖e
1− k−αMAMJ

,

wherefrom, taking into account that ‖(Aϕ0)(·)‖e = 1/Γ(α), we conclude

‖F (t, s)‖ ≤ ‖F (·, s)‖ee(ϑ−t0)k ≤ MF , t ∈ [s, ϑ].

The proposition is proved. �

In the proof of the next proposition, the following version of the Bellman–
Gronwall lemma is used, which is a direct corollary of [7, Lemma 6.19] and
[10, Proposition 2].
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Lemma 4.1. Let numbers a, b ∈ R, a ≤ b, ε1 ≥ 0, and ε2 ≥ 0 be fixed.
Then, for any function ψ(·) ∈ C([a, b],R) such that

0 ≤ ψ(t) ≤ ε1 +
ε2

Γ(α)

∫ t

a

‖ψ(·)‖[a,τ ]
(t− τ)1−α

dτ, t ∈ [a, b],

the inequality

ψ(t) ≤ ε1Eα((t− a)αε2), t ∈ [a, b],

is valid, where Eα is the one-parametric Mittag-Leffler function.

Proposition 4.2. There exists a number HF ≥ 0 such that

‖F (t1, s1)− F (t2, s2)‖ ≤ HF (|t1 − t2|α + |s1 − s2|α),
(t1, s1), (t2, s2) ∈ Ω.

(4.9)

In particular, the function Ω � (t, s) �→ F (t, s) ∈ Rn×n is continuous.

P r o o f. Let us prove the Hölder continuity of the function F with
respect to the first variable. Let s ∈ [t0, ϑ] be fixed. From definition (4.4)
of this function, it follows that

F (t, s) =
Idn
Γ(α)

+ (Jα
s+ϕ)(t), t ∈ [s, ϑ],

where ϕ(t) = A(t)F (t, s), t ∈ [s, ϑ]. Due to the first inclusion in (3.1) and
Proposition 4.1, we have ϕ(·) ∈ L∞([s, ϑ],Rn×n) and ‖ϕ(·)‖[s,ϑ] ≤ MAMF ,
where MA is the number from (4.7). Hence, by Corollary 2.1, we obtain

‖F (t1, s)− F (t2, s)‖ = ‖(Jα
s+ϕ)(t1)− (Jα

s+ϕ)(t2)‖
≤ HJ‖ϕ(·)‖[s,ϑ]|t1 − t2|α ≤ HJMAMF |t1 − t2|α, t1, t2 ∈ [s, ϑ]. (4.10)

Further, let us prove the Hölder continuity of F with respect to the
second variable. Let s1, s2 ∈ [t0, ϑ], s1 < s2, be fixed. According to (4.4),

F (t, s1)− F (t, s2) =
(t− s1)

1−α

Γ(α)

∫ t

s1

A(τ)F (τ, s1)

(t− τ)1−α(τ − s1)1−α
dτ

− (t− s2)
1−α

Γ(α)

∫ t

s2

A(τ)F (τ, s1)

(t− τ)1−α(τ − s2)1−α
dτ

+
(t− s2)

1−α

Γ(α)

∫ t

s2

A(τ)(F (τ, s1)− F (τ, s2))

(t− τ)1−α(τ − s2)1−α
dτ, t ∈ [s2, ϑ]. (4.11)

Let us denote ψ(t) = ‖F (t, s1)−F (t, s2)‖, t ∈ [s2, ϑ], and χ(t) = A(t)F (t, s1),
t ∈ [s1, ϑ]. Then, we have ψ(·) ∈ C([s2, ϑ],R), χ(·) ∈ L∞([s1, ϑ],R

n×n), and
‖χ(·)‖[s1,ϑ] ≤ MAMF . Thus, from equality (4.11), taking Corollary 2.1 into
account, we derive
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ψ(t) ≤ ‖(Jα
t−χ)(s1)− (Jα

t−χ)(s2)‖+MA(J
α
s2+ψ)(t)

≤ HJMAMF (s2 − s1)
α +

MAMJ

Γ(α)

∫ t

s2

‖ψ(·)‖[s2,τ ]
(t− τ)1−α

dτ, t ∈ [s2, ϑ],

wherefrom, applying Lemma 4.1, we conclude

‖F (t, s1)− F (t, s2)‖ = ψ(t) ≤ HJMAMF (s2 − s1)
αEα((t− s2)

αMAMJ)

≤ HJMAMFEα((ϑ − t0)
αMAMJ)(s2 − s1)

α, t ∈ [s2, ϑ]. (4.12)

It follows from estimates (4.10) and (4.12) that inequality (4.9) is valid
with the number

HF = HJMAMFEα((ϑ− t0)
αMAMJ).

The proposition is proved. �

Let us note that, for a fixed s ∈ [t0, ϑ], the Hölder continuity of the
function [s, ϑ] � t �→ F (t, s) ∈ Rn×n can be derived from relation (4.5),
connecting the functions F and Z, and the continuity properties of the
function (s, ϑ] � t �→ Z(t, s) ∈ Rn×n as a solution of Cauchy problem (4.1),
(4.2) (see, e.g., [4, Theorem 6]).

Following [3, Theorem 7], for any t ∈ [t0, ϑ], let us consider the dual
integral equation

G(t, s) =
Idn
Γ(α)

+
(t− s)1−α

Γ(α)

∫ t

s

G(t, τ)A(τ)

(t− τ)1−α(τ − s)1−α
dτ, s ∈ [t0, t]. (4.13)

Proposition 4.3. For any t ∈ [t0, ϑ], there exists a unique continuous
function [t0, t] � s �→ G(t, s) ∈ Rn×n satisfying dual integral equation
(4.13). Moreover, the equality below is valid:

G(t, s) = F (t, s), (t, s) ∈ Ω. (4.14)

P r o o f. For any t ∈ [t0, ϑ], the existence and uniqueness of a contin-
uous solution [t0, t] � s �→ G(t, s) ∈ Rn×n of integral equation (4.13) can
be proved by the scheme from Proposition 4.1.

Let us consider the function

F̃ (t, s) =
Idn
Γ(α)

+
(t− s)1−α

Γ(α)

∫ t

s

F (t, τ)A(τ)

(t− τ)1−α(τ − s)1−α
dτ, (t, s) ∈ Ω. (4.15)

Then, due to Proposition 4.1, in order to prove equality (4.14), it is sufficient

to verify that, for any s ∈ [t0, ϑ], the function [s, ϑ] � t → F̃ (t, s) ∈ Rn×n is
a continuous solution of integral equation (4.4). For s = ϑ, this statement
follows directly from relations (4.4) and (4.15).
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Let s ∈ [t0, ϑ) be fixed. We have

F̃ (t, s) =
Idn
Γ(α)

+ (Jα
s+ϕ

(t))(t), t ∈ [s, ϑ],

where ϕ(t)(τ) = F (t, τ)A(τ), τ ∈ [s, t]. According to the first inclusion in

(3.1) and Propositions 4.1 and 4.2, we have ϕ(t)(·) ∈ L∞([s, t],Rn×n) and

‖ϕ(t)(·)‖[s,t] ≤ MAMF , where MA is the number from (4.7). Therefore, by

Lemma 2.1, the function [s, ϑ] � t �→ F̃ (t, s) ∈ Rn×n is correctly defined,
and the equality below is valid:

F̃ (t, s) =
Idn
Γ(α)

+ (Iαs+ψ
(t))(t), t ∈ [s, ϑ],

where ψ(t)(τ) = ϕ(t)(τ) + (Rα
s+ϕ

(t))(τ), τ ∈ [s, t]. Proposition 2.3 yields

‖ψ(t)(·)‖[s,t] ≤ ‖ϕ(t)(·)‖[s,t] +MR‖ϕ(t)(·)‖[s,t]
≤ (1 +MR)MAMF , t ∈ [s, ϑ].

Further, let t1, t2 ∈ [s, ϑ], t1 < t2, be fixed. Since, due to Proposition 4.2,

‖ϕ(t1)(τ)− ϕ(t2)(τ)‖ = ‖F (t1, τ)A(τ) − F (t2, τ)A(τ)‖
≤ HFMA(t2 − t1)

α for a.e. τ ∈ [s, t1],

then, applying Proposition 2.3 again, we derive

‖ψ(t1)(τ)− ψ(t2)(τ)‖
≤ ‖ϕ(t1)(τ)− ϕ(t2)(τ)‖+ ‖(Rα

s+ϕ
(t1))(τ)− (Rα

s+ϕ
(t2))(τ)‖

≤ (1 +MR)HFMA(t2 − t1)
α for a.e. τ ∈ [s, t1].

Thus, taking Proposition 2.1 into account, we conclude

‖F̃ (t1, s)− F̃ (t2, s)‖ = ‖(Iαs+ψ(t1))(t1)− (Iαs+ψ
(t2))(t2)‖

≤ ‖(Iαs+ψ(t1))(t1)− (Iαs+ψ
(t2))(t1)‖+ ‖(Iαs+ψ(t2))(t1)− (Iαs+ψ

(t2))(t2)‖
≤ (1 +MR)HIHFMA(t2 − t1)

α(t1 − s)α + (1 +MR)HIMAMF (t2 − t1)
α

≤ ((ϑ − t0)
αHF +MF )(1 +MR)HIMA(t2 − t1)

α.

Hence, the function [s, ϑ] � t �→ F̃ (t, s) ∈ Rn×n is continuous, and it
remains to verify that this function satisfies integral equation (4.4). In
order to do this, it is sufficient to show that, for t ∈ [s, ϑ],∫ t

s

F (t, τ)A(τ)

(t− τ)1−α(τ − s)1−α
dτ =

∫ t

s

A(τ)F̃ (τ, s)

(t− τ)1−α(τ − s)1−α
dτ. (4.16)

For t = s, equality (4.16) holds automatically. Let t ∈ (s, ϑ] be fixed. In
accordance with definition (4.4) of the function F, we obtain
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∫ t

s

F (t, τ)A(τ)

(t− τ)1−α(τ − s)1−α
dτ =

1

Γ(α)

∫ t

s

A(τ)

(t− τ)1−α(τ − s)1−α
dτ

+
1

Γ(α)

∫ t

s

∫ t

τ

A(ξ)F (ξ, τ)A(τ)

(τ − s)1−α(t− ξ)1−α(ξ − τ)1−α
dξ dτ. (4.17)

Due to the first inclusion in (3.1) and Proposition 4.2, by the Fubini–Tonelli
theorem, we interchange the order of integration in the repeated integral:

1

Γ(α)

∫ t

s

∫ t

τ

A(ξ)F (ξ, τ)A(τ)

(τ − s)1−α(t− ξ)1−α(ξ − τ)1−α
dξ dτ

=
1

Γ(α)

∫ t

s

A(ξ)

(t− ξ)1−α

∫ ξ

s

F (ξ, τ)A(τ)

(τ − s)1−α(ξ − τ)1−α
dτ dξ. (4.18)

From relations (4.17) and (4.18), taking definition (4.15) of the function F̃
into account, we derive equality (4.16). This completes the proof. �

Let us note that the use of the function F instead of Z may be more
convenient in applications. For example, it makes all the singularities in
representation formulas (see, e.g., relations (5.1), (5.8), and (5.15) below)
readily seen. Furthermore, numerical computing the values of the function
F seems simpler than of Z, since F does not have any singularities.

5. Representation formulas

In this section, representation formulas for the solution x(·) of Cauchy
problem (3.2), (3.3) are given. First, following [3, Theorem 5], a particular
case of initial condition (3.3) when t∗ = t0 is studied. After that, the
general case is considered.

Theorem 5.1. Let w0 ∈ Rn, and let x(·) be the solution of Cauchy
problem (3.2), (3.3) for t∗ = t0 and w∗(t0) = w0. Then, the following
representation formula holds:

x(t) =
(
Idn+

∫ t

t0

F (t, τ)A(τ)

(t− τ)1−α
dτ

)
w0 +

∫ t

t0

F (t, τ)b(τ)

(t− τ)1−α
dτ, (5.1)

where t ∈ [t0, ϑ], and the function F is defined by (4.4).

P r o o f. Let w0 ∈ Rn be fixed. By the right-hand side of equality
(5.1), let us define the function

y(t) = w0 +

∫ t

t0

F (t, τ)(A(τ)w0 + b(τ))

(t− τ)1−α
dτ, t ∈ [t0, ϑ]. (5.2)



1154 M.I. Gomoyunov

Based on inclusions (3.1) and Proposition 4.2, one can obtain that the func-
tion y(·) is correctly defined, and, moreover, y(·) ∈ C([t0, ϑ],R

n). Therefore,
by Proposition 3.1, in order to prove equality (5.1), it is sufficient to show
that the function y(·) satisfies integral equation (3.4), which in the consid-
ered particular case takes the following form:

y(t) = w0 +
1

Γ(α)

∫ t

t0

A(τ)y(τ) + b(τ)

(t− τ)1−α
dτ, t ∈ [t0, ϑ].

Thus, it remains to verify that, for every t ∈ [t0, ϑ],∫ t

t0

F (t, τ)(A(τ)w0 + b(τ))

(t− τ)1−α
dτ =

1

Γ(α)

∫ t

t0

A(τ)y(τ) + b(τ)

(t− τ)1−α
dτ. (5.3)

For t = t0, equality (5.3) holds automatically. Let t ∈ (t0, ϑ] be fixed.
According to definition (5.2) of the function y(·), we have∫ t

t0

A(τ)y(τ) + b(τ)

(t− τ)1−α
dτ =

∫ t

t0

A(τ)w0 + b(τ)

(t− τ)1−α
dτ

+

∫ t

t0

∫ τ

t0

A(τ)F (τ, ξ)(A(ξ)w0 + b(ξ))

(t− τ)1−α(τ − ξ)1−α
dξ dτ. (5.4)

Due to inclusions (3.1) and Proposition 4.2, by the Fubini–Tonelli theorem,
one can interchange the order of integration in the repeated integral:∫ t

t0

∫ τ

t0

A(τ)F (τ, ξ)(A(ξ)w0 + b(ξ))

(t− τ)1−α(τ − ξ)1−α
dξ dτ

=

∫ t

t0

∫ t

ξ

A(τ)F (τ, ξ)

(t− τ)1−α(τ − ξ)1−α
dτ (A(ξ)w0 + b(ξ)) dξ. (5.5)

From relations (5.4) and (5.5), taking definition (4.4) of the function F into
account, we derive equality (5.3). This completes the proof. �

An extension of representation formula (5.1) to the general case of initial
condition (3.3) is based on the following technical lemma.

Lemma 5.1. Let t∗ ∈ (t0, ϑ), ϕ(·) ∈ L∞([t0, t∗],Rn), and

ψ(t) =
sin(απ)

π

∫ t∗

t0

(t∗ − τ)αϕ(τ)

t− τ
dτ, t ∈ [t∗, ϑ]. (5.6)

Then, the inclusion ψ(·) ∈ C([t∗, ϑ],Rn) is valid, and the equalities∫ t∗

t0

ϕ(τ)

(t− τ)1−α
dτ =

∫ t

t∗

ψ(τ)

(t− τ)1−α(τ − t∗)α
dτ,

ψ(t) =
(t− t∗)αα
Γ(1− α)

∫ t∗

t0

x(τ)

(t− τ)1+α
dτ

(5.7)
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hold for t ∈ (t∗, ϑ], where x(t) = (Iαt0+ϕ)(t), t ∈ [t0, t∗].

P r o o f. The validity of the inclusion ψ(·) ∈ C([t∗, ϑ],Rn) follows di-
rectly from relation (5.6). Equalities (5.7) can be proved by the scheme
from [22, Theorem 13.10]. �

Theorem 5.2. Let t∗ ∈ [t0, ϑ), w∗(·) ∈ ACα([t0, t∗],Rn), and let
x(·) be the solution of Cauchy problem (3.2), (3.3). Then, the following
representation formula holds:

x(t) =
(
Idn+

∫ t

t∗

F (t, τ)A(τ)

(t− τ)1−α
dτ

)
w∗(t∗) +

∫ t

t∗

F (t, τ)b∗(τ)
(t− τ)1−α

dτ, (5.8)

where t ∈ [t∗, ϑ], the function F is defined by (4.4), and, for t ∈ (t∗, ϑ],

b∗(t) =
α

Γ(1− α)

∫ t∗

t0

w∗(τ)− w∗(t0)
(t− τ)1+α

dτ − w∗(t∗)− w∗(t0)
Γ(1− α)(t− t∗)α

+ b(t). (5.9)

P r o o f. Let t∗ ∈ [t0, ϑ) and w∗(·) ∈ ACα([t0, t∗],Rn) be fixed. In the
case when t∗ = t0, we have b∗(t) = b(t), t ∈ (t0, ϑ], and formula (5.8) follows
from Theorem 5.1.

Let t∗ > t0. By Proposition 2.2, let us choose ϕ∗(·) ∈ L∞([t0, t∗],Rn)
such that ϕ∗(t) = (CD α

t0+w∗)(t) for almost every t ∈ [t0, t∗]. By this function
ϕ∗(·), let us define ψ∗(·) ∈ C([t∗, ϑ],Rn) according to Lemma 5.1. Hence,

ψ∗(t∗) =
sin(απ)

π

∫ t∗

t0

(CD α
t0+w∗)(τ)

(t∗ − τ)1−α
dτ =

w∗(t∗)− w∗(t0)
Γ(1− α)

, (5.10)

and, for any t ∈ (t∗, ϑ],∫ t∗

t0

(CD α
t0+w∗)(τ)

(t− τ)1−α
dτ =

∫ t

t∗

ψ∗(τ)
(t− τ)1−α(τ − t∗)α

dτ,

ψ∗(t) =
(t− t∗)αα
Γ(1− α)

∫ t∗

t0

w∗(τ)− w∗(t0)
(t− τ)1+α

dτ.

(5.11)

Thus, for the function b∗(·) from (5.9), we conclude

b∗(t) =
ψ∗(t)− ψ∗(t∗)

(t− t∗)α
+ b(t), t ∈ (t∗, ϑ]. (5.12)
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By initial condition (3.3) and the right-hand side of equality (5.8), let us
define the function

y(t) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

w∗(t), t ∈ [t0, t∗],(
Idn+

∫ t

t∗

F (t, τ)A(τ)

(t− τ)1−α
dτ

)
w∗(t∗)

+

∫ t

t∗

F (t, τ)b∗(τ)
(t− τ)1−α

dτ, t ∈ (t∗, ϑ].

(5.13)

Based on the inclusions ψ∗(·) ∈ C([t∗, ϑ],Rn) and (3.1) and Proposition 4.2,
one can obtain that the function y(·) is correctly defined, and, moreover,
y(·) ∈ C([t0, ϑ],R

n). Therefore, owing to Proposition 3.1, in order to prove
equality (5.8), it is sufficient to show that y(·) satisfies the integral equation

y(t) = w∗(t0) +
1

Γ(α)

∫ t∗

t0

(CD α
t0+w∗)(τ)

(t− τ)1−α
dτ

+
1

Γ(α)

∫ t

t∗

A(τ)y(τ) + b(τ)

(t− τ)1−α
dτ, t ∈ [t∗, ϑ]. (5.14)

For t = t∗, equality (5.14) follows from the relations

y(t∗) = w∗(t∗) = w∗(t0) +
1

Γ(α)

∫ t∗

t0

(CD α
t0+w∗)(τ)

(t∗ − τ)1−α
dτ,

which are valid due to definition (5.13) of the function y(·) and Proposi-
tion 2.2. Let t ∈ (t∗, ϑ] be fixed. By relations (5.10) and the first equality
in (5.11), for the first two terms in (5.14), we derive

w∗(t0) +
1

Γ(α)

∫ t∗

t0

(CD α
t0+w∗)(τ)

(t− τ)1−α
dτ

= w∗(t∗) +
1

Γ(α)

∫ t

t∗

ψ∗(τ)− ψ∗(t∗)
(t− τ)1−α(τ − t∗)α

dτ.

Thus, according to equality (5.12), in order to complete the proof, it re-
mains to verify that∫ t

t∗

F (t, τ)(A(τ)w∗(t∗) + b∗(τ))
(t− τ)1−α

dτ =
1

Γ(α)

∫ t

t∗

A(τ)y(τ) + b∗(τ)
(t− τ)1−α

dτ.

This equality is proved by the same steps as equality (5.3). The only
difference is that the function b∗(·) is not essentially bounded in general,
and, therefore, when applying the Fubini–Tonelli theorem, equality (5.12)
and the inclusion ψ∗(·) ∈ C([t∗, ϑ],Rn) should be used. �

In the corollary below, representation formula (5.8) is rewritten in an-
other form.
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Corollary 5.1. Let t∗ ∈ [t0, ϑ), w∗(·) ∈ ACα([t0, t∗],Rn), and let
x(·) be the solution of Cauchy problem (3.2), (3.3). Then, the following
representation formula holds:

x(t) =
(
Idn+

∫ t

t∗

F (t, τ)A(τ)

(t− τ)1−α
dτ

)
w∗(t0)

+
α

Γ(1− α)

∫ t

t∗

F (t, τ)

(t− τ)1−α

∫ t∗

t0

w∗(ξ)− w∗(t0)
(τ − ξ)1+α

dξ dτ

+

∫ t

t∗

F (t, τ)b(τ)

(t− τ)1−α
dτ, t ∈ (t∗, ϑ]. (5.15)

P r o o f. Let t∗ ∈ [t0, ϑ) and w∗(·) ∈ ACα([t0, t∗],Rn) be fixed. If
t∗ = t0, then formula (5.15) follows from Theorem 5.1, since the second
term in the right-hand side of this formula vanishes.

In order to prove equality (5.15) in the case when t∗ > t0, in accordance
with Theorem 5.2, it is sufficient to show that, for every t ∈ (t∗, ϑ],

Idn +

∫ t

t∗

F (t, τ)A(τ)

(t− τ)1−α
dτ =

1

Γ(1− α)

∫ t

t∗

F (t, τ)

(t− τ)1−α(τ − t∗)α
dτ. (5.16)

Let t ∈ (t∗, ϑ] be fixed. By Proposition 4.3, we derive

1

Γ(1− α)

∫ t

t∗

F (t, τ)

(t− τ)1−α(τ − t∗)α
dτ = Idn

+
1

Γ(1− α)Γ(α)

∫ t

t∗

∫ t

τ

F (t, ξ)A(ξ)

(τ − t∗)α(t− ξ)1−α(ξ − τ)1−α
dξ dτ. (5.17)

Due to the first inclusion in (3.1) and Proposition 4.2, by the Fubini–Tonelli
theorem, we interchange the order of integration in the repeated integral:

1

Γ(1− α)Γ(α)

∫ t

t∗

∫ t

τ

F (t, ξ)A(ξ)

(τ − t∗)α(t− ξ)1−α(ξ − τ)1−α
dξ dτ

=

∫ t

t∗

F (t, ξ)A(ξ)

(t− ξ)1−α
dξ. (5.18)

Equality (5.16) follows from relations (5.17) and (5.18). �

It seems that representation formula (5.15) is simpler than formula
(5.8). However, it should be noted that, in general, the second term in the
right-hand side of formula (5.15) does not tend to zero when t goes to t∗.
This makes it necessary to use this formula more carefully, especially when
developing the corresponding numerical methods.
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