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Abstract 

Real-time satellite orbit and clock estimations are the prerequisite for Global Navigation Satellite System (GNSS) 
real-time precise positioning services. To meet the high-rate update requirement of satellite clock corrections, the 
computational efficiency is a key factor and a challenge due to the rapid development of multi-GNSS constellations. 
The Square Root Information Filter (SRIF) is widely used in real-time GNSS data processing thanks to its high numerical 
stability and computational efficiency. In real-time clock estimation, the outlier detection and elimination are critical 
to guarantee the precision and stability of the product but could be time-consuming. In this study, we developed 
a new quality control procedure including the three standard steps: i.e., detection, identification, and adaption, for 
real-time data processing of huge GNSS networks. Effort is made to improve the computational efficiency by optimiz-
ing the algorithm to provide only the essential information required in the processing, so that it can be applied in real-
time and high-rate estimation of satellite clocks. The processing procedure is implemented in the PANDA (Positioning 
and Navigation Data Analyst) software package and evaluated in the operational generation of real-time GNSS orbit 
and clock products. We demonstrated that the new algorithm can efficiently eliminate outliers, and a clock precision 
of 0.06 ns, 0.24 ns, 0.06 ns, and 0.11 ns can be achieved for the GPS, GLONASS, Galileo, and BDS-2 IGSO/MEO satellites, 
respectively. The computation time per epoch is about 2 to 3 s depending on the number of existing outliers. Overall, 
the algorithm can satisfy the IGS real-time clock estimation in terms of both the computational efficiency and product 
quality.

Keywords:  SRIF, Precise clock estimation, Quality control, Real-time, GNSS

© The Author(s) 2021. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

Introduction
Global Navigation Satellite System (GNSS) Global Real-
Time Precise Positioning (RTPP) based on Precise Point 
Positioning (PPP) has been a hot topic for decades and 
it is recognized as the most promising system for future 
real-time precise positioning services. Currently several 
research institutions and commercial companies are pro-
viding their operational RTPP service (Caissy et al., 2011; 
Dixon, 2006; Leandro et al., 2011). It extends not only the 

geographical coverage of GNSS real-time precise posi-
tioning but also its application to a number of new areas, 
such as earthquake monitoring (Allen & Ziv, 2011), tsu-
nami warning systems (Saito et al., 2016), and real-time 
atmospheric sounding (Li et al., 2014).

As a prerequisite of the RTPP service the provision of 
precise satellite clock corrections is challenging since 
satellite clocks must be estimated precisely using a glob-
ally distributed network and disseminated to users at an 
update interval of 5 s or higher. On the one hand, a dense 
network can provide better observation geometry and 
ensure a higher clock precision and stability. On the other 
hand, it is time-consuming to process such huge number 
of observations, especially for multi-GNSS with around 
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120 operational satellites to be processed. Therefore, it is 
important to balance the station number and the com-
putation efficiency, and to improve the computation effi-
ciency is always a persistent pursue in real-time clock 
determination. There are two major aspects to speed up 
the clock estimation. One is reducing the number of the 
parameters to be estimated, especially the ambiguities, 
for example, using epoch-differenced observations (Ge 
et al., 2012; Jiang et al., 2019; Zhang et al., 2007, 2011), or 
using the fixed integer ambiguities to convert phases to 
carrier-ranges (Chen et al., 2014a, 2014b; Dai, Dai, et al., 
2019; Dai, Lou, et al., 2019; Laurichesse et al., 2009). The 
other one is utilizing the most advanced computation 
algorithms and techniques, such as fast matrix operation 
and parallel processing (Chen et al., 2014a, 2014b; Gong 
et al., 2018; Fu et al., 2019).

Three estimators are commonly used in real-time clock 
estimation, i.e., the Kalman Filter (KF), the Least Squares 
adjustment (LSQ), and the Square Root Information Fil-
ter (SRIF, Bierman, 1975). Among them KF is the most 
widely used. For example, Hauschild & Montenbruck 
(2009) developed a real-time system using KF to generate 
GPS satellite clocks and applied them to the precise orbit 
determination of low-earth-orbiting satellites. The Cen-
tre National d’Études Spatiales (CNES) also adopted KF 
for multi-GNSS real-time satellite clock determination 
(Laurichesse et  al., 2013). Usually, LSQ is more suitable 
for post-processing where the normal equation is accu-
mulated and solved only once after the last epoch, as the 
inversion of the epoch-wise high-order normal equation 
to obtain the epoch-wise solution in real-time is time 
consuming. Nevertheless, using LSQ for real-time GNSS 
clock estimation was also investigated and the computa-
tion efficiency can also satisfy the real-time requirements 
(Fu et al., 2019). SRIF was developed for system control 
and spacecraft navigation because of its high numerical 
stability and computational efficiency (Bierman, 1975). 
It was implemented in the GIPSY software package for 
GPS data processing and later in the RTG (Real Time 
GIPSY) for real-time applications (Bertiger et al., 2020). 
It was also realized in the EPOS-RT (Ge et al. 2006) and 
PANDA software package (Liu & Ge, 2003; Gong et al., 
2018) for real-time precise positioning services. Gong 
et  al. (2018) further improved processing efficiency of 
SRIF by taking the advantage of the dense linear algebra 
algorithms and ambiguity elimination method.

Although these estimators were developed and real-
ized for different purposes, they are based on the same 
principles, and thus suffer from the same problem of 
computational efficiency. It must be pointed out that 
the calculation of the state vector and its full covariance 
matrix is a must in both LSQ and KF for real-time clock 
estimation because of the KF state propagation and the 

quality control in LSQ. However, SRIF is more flexible 
in obtaining the estimates without loss of the opportu-
nity of quality control. Besides the full solution as KF and 
LSQ, the other options could be no solution but only the 
updated square root information, or the estimated state 
vector only, or state vector with the standard deviations. 
These characteristics can be utilized to save computa-
tional time by providing a minimal solution, for example, 
we do not need the covariance matrix of the estimates 
for real-time clock estimation. More important is that 
choosing any of the above-mentioned solutions, the pos-
terior observation residuals are always available, as they 
were generated in the measurement update before solv-
ing the equation, so that the quality control based on the 
posterior residuals can be carried out for all the solu-
tions. Moreover, the possible numerical instability caused 
by indefinite matrix of KF and sequential LSQ can be 
overcome since SRIF is working on the form of triangu-
larized Square Root Information (SRI) matrix instead of 
the covariance matrix or normal equation, which means 
it can always guarantee that the corresponding covari-
ance matrix is positive and symmetric.

Online quality control is a critical and indispensable 
component of the real-time GNSS data processing in both 
the server and user end, as undetected outliers can degrade 
the product accuracy and reliability, even cause the estima-
tor to crash and significantly deteriorate the stability and 
robustness of the online service, which will consequently 
affect the user’s positioning. The quality control of GNSS 
real-time processing using LSQ and KF is quite mature 
and can be found in a number of references (Yang & Gao, 
2006, Yang et  al., 2010; Fu et  al., 2019), however it is not 
yet well demonstrated for SRIF. In the study by Lichten 
(1990), the predicted residual and its STD are employed 
to make the decision whether the observation contains an 
outlier or not according to the rule of three times of STD 
and the confirmed outliers are excluded in the process-
ing. Shi et al. (2008) developed a new method based on a 
correlation analysis to scan outliers in the real-time posi-
tioning and its efficiency was demonstrated with both 
simulated and actual outliers in a kinematic experiment. 
Dai, Lou, et al. (2019), Dai, Dai, et al. (2019)) also applied 
SRIF for real-time precise orbit determination where an 
approach was developed for detecting irregular satellite 
movement, such as satellite maneuvers. However, the qual-
ity control within SRIF should be further optimized for 
satellite clock estimation in a large network with an update 
rate of every 5 s or even higher. Based on existing studies, 
we developed a complete set of quality control procedure 
for GNSS real-time clock estimation, including the Detec-
tion, Identification, and Adaption (DIA) steps, which is 
capable of detecting multiple outliers simultaneously. The 
computational efficiency was also improved by optimizing 
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the computation of sensitivity vectors used in the quality 
control and properly applying the BLAS/LAPACK matrix 
operation algorithms. The processing procedure is imple-
mented in the PANDA software package and evaluated in 
the operational real-time processing at the GFZ (German 
Geoscience Research Center) IGS (International GNSS 
Service) real-time analysis center.

This study is organized as follows. First a short descrip-
tion of the mathematical model of multi-GNSS clock esti-
mation is given. Then the principle and the basic algorithm 
of SRIF including measurement and time updating and 
parameter eliminating are introduced. The procedure of 
the quality control for SRIF is presented and discussed in 
detail. Then the efficiency of this method is investigated 
with the numerical result of the operational running at the 
GFZ IGS real-time analysis center. Finally, the study is sum-
marized, and conclusions are drawn.

Mathematical model for real‑time clock estimation
As station coordinates and satellite orbits can be precisely 
derived in advance and fixed as known in the clock estima-
tion, the linearized observation equations of ionosphere-
free phase and range can be expressed as:

where s and r refer to the satellite and receiver, respec-
tively; vlc and vpc denote “Observed Minus Computed” 
(OMC) residuals of phase and range observations; δtr and 
δts are receiver and satellites clock parameters; bsr and dsr 
represent the receiver-dependent un-calibrated phase 
delay and code bias of satellite s; bs and ds are the satel-
lite-dependent un-calibrated phase delay and code bias; 
Bs
r is the ambiguity of the ionosphere-free phase observa-

tion; Tr and ms is the zenith wet tropospheric delay and 
its mapping function; εlc and εpc denote the sum of meas-
urement noise and unmodeled error for phase and range 
observations. Note that the systematic error corrections 
such as phase windup effect, antenna phase center offset 
and variation, and the station displacements are already 
applied in the equation.

In order to obtain the satellite clock solution from Eq. (1), 
the bias parameters need to be reformed as some of them 
are strongly correlated. For example, the stable satellite 
code bias cannot be separated from the corresponding sat-
ellite clock, and also the un-calibrated phase delay will be 
absorbed by the corresponding ambiguity. Thus, Eq. (1) can 
be reformulated as:

(1)
vlc = δtr − δts + bsr − bs + Bs

r +ms · Tr + εlc

vpc = δtr − δts + dsr − ds +ms · Tr + εpc

(2)
vlc = δtr − δt

s
+ B

s
r +ms · Tr + εlc

vpc = δtr − δt
s
+ms · Tr + εpc

where the estimated receiver and satellite clock are 
δtr = δtr + dsr and δts = δts + ds , respectively, and the 
ambiguity is expressed as Bs

r = Bs
r − bs + ds + bsr − dsr.

For a multi-GNSS receiver the measurements could 
be biased systematically from satellite to satellite due to 
the signal delay caused by hardware. For the GNSS using 
Code Division Multiple Access (CDMA) signals, includ-
ing GPS, BDS, and GALILEO, the differences between 
different satellites of the same system are very close to 
each other as they have the same frequency, and thus 
only the biases between different systems should be han-
dled, that is, the Inter-System Biases (ISB). As for the 
GLONASS satellites using Frequency Division Multiple 
Access (FDMA) signals, different satellites have different 
frequencies, and thus the bias should be parameterized 
between different satellites, that is, the Inter-Frequency 
Bias (IFB). Using GPS time as time reference and param-
eterizing the ISB and IFB with respect to the GPS obser-
vations, the combined clock estimation models of GPS, 
GLONASS, BDS, and GALILEO can be expressed as:

where G, C and E refer to the GPS, BDS, and GALILEO 
systems, respectively; Rk denotes the GLONASS sat-
ellite with frequency factor k; ISBC−G = ds,Cr − ds,Gr  ; 
ISBE−G = ds,Er − ds,Gr  ; IFBRk−G = d

s,Rk
r − ds,Gr .

The clock offset of a satellite and a receiver can be mod-
eled as white noise or random walk process. The residual 
zenith tropospheric delay is usually parameterized as a 
random walk process on each station after a priori model 
correction, which removes the tropospheric dry com-
ponent. The ISB and IFB parameters could be modeled 
as constant because of its stability or as random walk to 
consider possible unexpected variation. In order to solve 
the singularity caused by the full correlation between the 
satellite clocks from a single system and the correspond-
ing ISB parameters of all stations, the constraint that 
the sum of all ISB parameters for each individual system 
equals zero, is imposed. For the same reason, the same 
constraint should be applied to the IFB parameters of 
GLONASS satellites in a network. Furthermore, in order 
to save computation time, IFB and ISB can be corrected 

(3)

vGlc = δtr − δt
s,G

+ B
s,G

+ms,G · Tr + εGlc

vGpc = δtr − δt
s,G

+ms,G · Tr + εGpc

v
Rk
lc = δtr − δt

s,Rk + IFBRk−G + B
s,Rk +ms,Rk · Tr + ε

Rk
lc

v
Rk
pc = δtr − δt

s,Rk + IFBRk−G +ms,Rk · Tr + ε
Rk
pc

vClc = δtr − δt
s,C

+ ISBC−G + B
s,C

+ms,C · Tr + εClc

vCpc = δtr − δt
s,C

+ ISBC−G +ms,C · Tr + εCpc

vElc = δtr − δt
s,E

+ ISBE−G + B
s,E

+ms,E · Tr + εElc

vEpc = δtr − δt
s,E

+ ISBE−G +ms,E · Tr + εEpc
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using the values estimated in the previous days according 
to the stability of the estimates.

Assuming that we have m observations and n param-
eters at epoch i , the observation equations can be 
expressed in the following simplified form as:

where li is the observation vector; Hi is the design matrix; 
xi is the parameter vector; εi is the measurement noise 
with a variance matrix Dεi.

In GNSS data processing, the parameters can be han-
dled as either deterministic parameters y or the time 
varying stochastic parameters p , which are usually 
parameterized as white noise (for instance, satellite and 
receiver clocks) or random-walk process (for instance, 
tropospheric delays). The random-walk process can be 
described with the following state equation of the first-
order Gauss-Markov process:

where �i,i−1 is the state transition matrix and wi is the 
process noise with E(wi) = 0 and D(wi) = Dwi.

In SRIF, the noises in the observation equations and 
state equations should follow the standard normal dis-
tribution, that is N (0, I) . This can be achieved by adapt-
ing the corresponding equations. Taking the variance 
matrix of the observation as example, Dεi can be decom-
posed as Dεi = R−1

zi
R−T
zi

 where Rzi is an upper triangular 
matrix and referred as square root information (SRI) of 
the observations. Then Eq. (4) can be normalized by mul-
tiplying Rzi

 on the both sides as:

where zi = Rzi
li , Ai = Rzi

Hi, vi = R−1
zi

εi and vi ∼ N (0, I).
The same normalization can be applied to the state 

equations and with Dwi = R−1
wi

R−T
wi

 the normalized state 
equation of Eq. (5) reads:

where �i,i−1 = Rwi
�i,i−1 , wi = Rwi

wi.
Given the initial value of state parameter x , E(x0) = x0 

and D(x0) , the corresponding initial constraint can be 
expressed in form of pseudo-observations as:

with D(x0) = R−1
0 R−T

0  , the normalized observation equa-
tions should be:

where z0 = R0x0 and v0 = R0w0 with v0 ∼ N (0, I).

(4)li
m×1

= Hi
m×n

xi
n×1

+ εi
m×1

(5)pi = �i,i−1pi−1 + wi

(6)zi = Aixi + vi

(7)Rwi
pi = �i,i−1pi−1 + wi

(8)x = x0 + w0

(9)z0 = R0x + v0

In summary, the Eqs. (4), (5) and (8) which are directly 
used in LSQ and KF, but must be normalized to Eqs. (6), 
(7) and (9) for SRIF.

Square root information filter
The basic operations of SRIF are the measurement 
update and time update using the Householder orthogo-
nal transformation (Bierman, 1975). The principle of the 
SRIF and the Householder transformation, and the time 
and measurement update are summarized in this section, 
as they are essential for understanding the new quality 
control algorithm.

The principle of SRIF
In order to explain the principle of SRIF, we assume that 
the estimation problem includes only the initial informa-
tion of parameter x in Eq. (9) and the observation equa-
tions Eq. (6), the state equations Eq. (7), that is, the time 
update will be presented later. Therefore, the observation 
equations of the estimation can be summarized as:

By applying the Householder orthogonal transforma-
tion T  which will be introduced in the next section to 
Eq. (10) instead of forming normal equation in the LSQ, 
we have:

The least squares solution of Eq.  (11) is to find the 
parameter vector x that satisfies:

where R̂ is also an upper triangular matrix and e is the a 
posteriori residual vector corresponding to the observa-
tions z . It should be noted that the a posteriori residual 
vector e also follows the standard normal distribution like 
the noise vector of the observations and initial informa-
tion as T  is an orthogonal transformation.

In order to minimize the norm of the residual vector, it 
is obvious that x must satisfy:

Then, the estimates and their covariance matrix can 
be derived accordingly. Equation  (13) can also be used 

(10)
[

R0

A

]

x =

[

z0

z

]

−

[

v0

v

]

(11)

[

R̂

0

]

x =

[

ẑ

e

]

−

[

v̂

ve

]

(12)

min

∥

∥

∥

∥

[

R0

A

]

x −

[

z0

z

]∥

∥

∥

∥

2

=min

∥

∥

∥

∥

∥

(

R̂

0

)

x −

(

ẑ

e

)∥

∥

∥

∥

2

= min

(

∥

∥

∥
R̂x − ẑ

∥

∥

2

+ �e� 2

)

(13)R̂x = ẑ
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as initial information to be combined with new observa-
tions or with state equations for sequential estimation. It 
is obvious that the orthogonal transformation T  is the key 
of SRIF and will be used for both time and measurement 
update.

Householder transformation
The Householder orthogonal transformation is a com-
putationally efficient and numerically stable approach 
among all the QR factorization methods (Demmel, 1997). 
It is carried out column by column from left to right of 
the matrix to be factorized and ended with an upper-
right triangular matrix. The main purpose to repeat this 
algorithm here is to explain how to calculate the sensitiv-
ity vectors needed for the detection of the possible outli-
ers in the quality control.

Given is a unit vector u , its orthogonal space is U⊥ , for 
any vector g , its reflection g ′ with respect to U⊥ can be 
obtained by the Householder transformation Tu (Bier-
man, 2006):

with

If g and g ′ are given, u can be calculated for getting the 
transformation matrix:

The triangularization of an information matrix is car-
ried out column by column from left to right sequen-
tially. For the j-th column the transformation is applied to 
the low-right part of the matrix and the transformation 
matrix Tj can be expressed by the corresponding vector 
uj , whereas the rest remains unchanged. The complete 
transformation matrix for the whole matrix is:

In practice, when we apply T  to vector a , instead of 
reconstructing T  which is too time consuming we reform 
the matrix multiplication to vector addition as:

Start from j = 1 with a0 = a to j = n, the resulted an is 
the transformed vector of a.

Time update
In real-time satellite clock estimation, the state vec-
tor x includes the deterministic parameters y and the 

(14)g ′ = Tug

(15)Tu = I − 2uuT

(16)u =
(

g − g ′
)

/
∣

∣g − g ′
∣

∣

(17)T =

1
∏

j=n

Tj

(18)aj = Tjaj−1 = aj−1 −
(

uTj aj−1

)

uj

stochastic parameters p , of which the former are con-
stant at all epochs such as ambiguities and the latter vary 
over epochs such as satellite and receiver clocks. After 
measurement update, Eq. (13) can be expressed as

Combining Eq. (19) and the state equations Eq. (7) the 
information matrix for time update reads:

Applying the Householder transformation, we obtain 
the following equation:

Obviously, the outdated parameters pi−1 can be 
removed from Eq.  (21) and the state vector can be pre-
dicted by solving the following equation:

After the time update, the state parameters of the cur-
rent epoch are introduced and Eq. (22) is ready as initial 
information for the measurement update.

Measurement update
Combining the observation equations at the epoch i of 
Eq.  (6) and the initial information of Eq.  (22) obtained 
from the time update, the general measurement update 
can be expressed as:

Similarly, by applying the Householder orthogonal 
transformation T  to Eq.  (23), we have the observation 
updated SRI with the residuals as:

or shortly as:

(19)

[

R̂pi−1 R̂pi−1y

0 R̂y

]

[

pi−1

y

]

=

[

ẑpi−1

ẑy

]

(20)







−�i,i−1 Rwi 0

R̂pi−1 0 R̂pi−1y

0 0 R̂y











pi−1

pi

y



 =





zwi

ẑpi−1

ẑy





(21)







R̃pi−1 R̃pi−1pi 0

0 R̃pi R̃piy

0 0 R̃y











pi−1

pi

y



 =





z̃wi

z̃pi
z̃y





(22)

[

R̃pi R̃piy

0 R̃y

]

[

pi

y

]

=

[

z̃pi
z̃y

]

(23)

[

R̃i

Ai

]

xi =

[

z̃i

zi

]

(24)

[

R̂i

0

]

xi =

[

ẑi

ei

]

(25)R̂ixi = ẑi
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The standard full solution with the estimates and their 
covariance matrix can be derived straightforward as:

However, in practice instead of the above full solution 
of Eq. (26), there are also other options for saving compu-
tation time according to the requirement of each individ-
ual application. For example, if no estimated parameters 
are desired in real-time, the solution step can be simply 
skipped. In the clock estimation, we need the clock esti-
mates every epoch, but their STD which is used as the qual-
ity indicator can be updated at a much lower frequency, or 
can be simply approximated by the number of observation 
involved in the estimation.

Another reason for solving for parameters and their 
covariance matrix is to obtain the posterior residuals and 
their STDs for the online quality control which is essential 
for real-time data processing. It is worth to point out that 
the SRIF algorithm makes the posteriori residuals avail-
able before solving for the parameters, so that the quality 
control based on the posteriori residuals can be carried out 
in any case. This provides the opportunity to speed up the 
computation and makes SRIF more efficient than KF and 
LSQ.

For the next epoch i + 1, Eq. (26) is considered as a prior 
information the same as Eq.  (19) for time-update, so that 
sequential processing can be carried out for real-time 
processing.

Parameter elimination
The deactivated parameters, such as the ambiguity param-
eters for previous data arcs and the parameters to mitigate 
the effect of outliers should be eliminated from SRIF to 
save computer memory and to reduce computation bur-
den. Assuming that a set of deterministic parameters y1 will 
be eliminated and the remaining parameters are included 
in y2 , that is, y are divided into the two groups, then by 
ignoring the epoch index Eq. (25) can be rewritten as

with the index b for the SRI before the elimination. In 
order to remove the parameter y1 , the parameters vector 
in Eq. (27) should be re-sorted as

(26)
xi = R̂−1

i ẑi

Dxi = R̂−1
i R̂−T

i

(27)









R̂p R̂py1
R̂py2

0 R̂y1
R̂y12

0 0 R̂y2









b




p

y1

y2



 =







ẑp

ẑy1

ẑy2







b

By applying Householder transformation on Eq.  (28), 
we get

Finally, the parameter vector y1 can be removed as it is 
independent of the existing parameters and will never be 
used afterwards, and we can obtain the following equa-
tion for the time update for the next epoch or measure-
ment update:

Real‑time quality control of SRIF
In this section, we develop a practical real-time qual-
ity control procedure for SRIF based on the study by Shi 
et al. (2008), dedicating to the processing of huge GNSS 
networks, and make effort to improve its computational 
efficiency. The new approach follows the well-known 
procedure with three sequential steps: detection, iden-
tification, and adaptation (Teunissen, 1990, 1998, 2018; 
Yang et al., 2010) and is presented in detail hereafter.

Detection
The first step of the SRIF QC is to detect the existence 
of undetected cycle slips or outliers in the observation 
vector. Starting with the measurement update model of 
Eq. (23) including the information after the time update 
and the observations at the current epoch, Eq.  (24) is 
obtained by applying the orthogonal transformation T  . 
In Eq. (24) ei is the corresponding vector of the posterior 
residuals at the current epoch which theoretically satis-
fies ei ∼ N (0, I) , and the variance of unit weight can be 
calculated as:

where eTi ei follows the Chi-square distribution with the 
degrees of freedom m.

In principle, we can test the individual residuals or 
the variance of unit weight of Eq. (31) to detect whether 
there is any outlier or not. In this study, we check both by 
constructing the following simple hypothetical test:

(28)
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where k1 and k2 are the thresholds for the residuals 
and unit weight STD, respectively, and theoretically 
they can be set according to their distributions. In this 
study for the multi-GNSS clock estimation, we use the 
empirical value of 5.0 and 1.5, respectively, which are 
based on our long-term operational processing expe-
rience at the GFZ IGS real-time analysis center. It is 
worth to mention that the unit weight STD depends on 
the a priori STD of the observations, which should be 
fine-tuned for each station, so that the unit weight STD 
is on average close to 1. This can affect the selection of 
the aforesaid thresholds. For example, a too optimistic 
the a priori STD for observations will results in larger 
residuals and consequently a large STD of unit weight, 
resultinng in more false outliers detected. In contrast, 
with a too large the a priori STD for observations, we 
may fail to detect the real outliers.

If H0 is accepted, there is no problematic observa-
tion at this epoch; otherwise, usually at least one outlier 
exists in the observation vector. It should be noted that 
the rejection of H0 can also be caused by the inaccu-
rate modeling of the state parameters. However, in this 
contribution, we focus only on the quality control for 
observation blunders.

Identification
After H0 is rejected, the second step of the SRIF quality 
control is to find out which observations are contami-
nated by undetected cycle slips or blunders. The basic 
idea is to extend the observation model to include the 
possible outliers and then check whether under the 
extended model the H0 can be accepted. We first pre-
sent the approach and then discuss how to select the 
outlier candidates from thousands of observations.

Assuming that there are nb possible outliers with 
the observation index ip(k), k = 1,2,…nb , the function 
model Eq. (23) can be extended by introducing the cor-
responding outlier parameters � with the a priori val-
ues of zero and variance matrix D� = R−1

� R−T
�  as:

where θ� is a matrix of m× nb with unit vector for all the 
columns, and for its k-th column only the ip(k)-th ele-
ment equals to 1. By applying the same orthogonal trans-
formation as that used to Eq.  (23) in the measurement 
update at epoch i, we can get

(32)H0 : |ei|max < k1 and σ̂ < k2

(33)
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where S�,i can be considered as the sensitivity matrix of 
the residual vector ei with respect to outliers � . It means 
that the magnitude of the un-detected cycle slips or 
blunders is mapped into the a posteriori residual vector 
through S�,i as:

It is clear that the residual vector ei is a combination of 
outliers and observations noises, so the outlier param-
eters can be solved from Eq.  (36) using the least square 
adjustment and the solution reads as

Then the same hypothetical test H0 can be conducted 
with the residuals and STD of the above solution. If the 
test is passed, the set of outliers should be accepted as the 
finally identified ones; otherwise, an additional problem-
atic observation should be selected and added, then the 
same procedure from Eq. (33) to (37) is repeated until H0 
is accepted. For the positioning of a single station, only 
tens of observations are involved per epoch, and hence 
it is possible to test all possible outlier combinations to 
identify the right ones. However, it is not possible for 
the real-time clock estimation using a global network, as 
the observation number per epoch reaches up to several 
thousands. Therefore, it is very important to select the 
outlier candidates which are critical to balance the prod-
uct reliability and the computation efficiency.

Considering the situation of a global network with 
about 100 stations, there are enough redundant obser-
vations to detect the outliers which should show the 
largest residuals in the least squares adjustment. There-
fore, we developed an empirical approach to select the 
potential outlier candidates according to the magnitude 
of the residuals. The residuals are sorted according to 
their absolute values and the largest one is selected as 
the most likely outlier in the associated adjustment. Then 
the above-mentioned identification procedure, that is, 
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Eq. (33) to Eq. (37), is carried out. The whole identifica-
tion will stop if the hypothesis H0 is accepted. Otherwise, 
the updated residuals of Eq. (37) will be used to find out 
the next most likely outlier according to their absolute 
values and added to the already selected ones for the 
next iteration. The procedure is repeated until the H0 is 
accepted or a certain number of observations has been 
marked as outliers, for example 100, in our operational 
data processing.

It must be pointed out that a sophisticated pre-pro-
cessing should be implemented to find out as many prob-
lematic observations as possible, particularly the large 
outliers, and only few small outliers can remain unde-
tected to reduce the computation cost of quality control 
and to avoid numerical instability caused by large outli-
ers. We have designed for each satellite-station pair a 
channel-filter to identify outliers by checking the length 
of data gaps, the variation of raw phase and range obser-
vations, and especially the Melbourne-Wübbena com-
bination and ionosphere-delay combination for jumps. 
From our operational results, after the channel-filtering 
the remaining outliers are quite few which will be pre-
sented in the experimental validation.

Another critical issue is the computation of the sensi-
tivity vector S because there are thousands of observa-
tions, and each could be an outlier. Theoretically, we can 
compute and save the sensitivity for all the observations, 
however it is not only too time-consuming, but also 
needs a very huge memory. According to Eq. (18) where 
the matrix multiplication is replaced by vector addition, 
the sensitivity vector S for a single observation can be 
calculated by applying the orthogonal transformation to 
the corresponding vector. Therefore, only the sensitivity 
vectors for the observations selected as outlier candidates 
have to be calculated, which is usually very small in quan-
tity, for example in the operational processing the epochs 
with one outlier account to only about 15.58%, and those 
with two account to about 5.28%..

Adaptation
Once the outliers are identified, the negative impact of 
the identified outliers must be removed from the filter. 
As it is very difficult to down-weight or weight negatively 
the corresponding observations, we adapt the filter by 
extending the function model as is done in the identifica-
tion step. This is also because the most important effect 
comes from the cycle slips which can only be mitigated 
by adding an outlier parameter. The extended function 
model for the final identified outliers is already achieved 
with the help of the sensitivity vectors.

Assuming that there are nb outliers found at the last 
step of the identification, the adapted model with the nb 
outliers is already available, i.e., Eq. (34) where obviously 

R̂i is obtained in the measurement update, R̂�,i and S�,i 
are already calculated as the sensitivity vectors in the 
identification step.

We can simply apply the same type of triangularization 
to the last nb column to achieve the SRI for further data 
processing:

Furthermore, the outlier parameters must be elimi-
nated sooner. For a range outlier the introduced param-
eter can be removed directly, whereas the parameter for 
a phase observation could be either a cycle slip or an 
outlier. For a cycle slip, it can be replaced by the differ-
ence between the ambiguities before and after the cycle 
slip, then the previous ambiguity will be eliminated and 
only the new ambiguity is kept.

Assuming the ambiguities are n1 and n2 , the 
�n12 = n2 − n1 , we have n1 = n2 −�n12 . Replace n1 in 
the Eq.  (34) by n2 −�n12 , we only have to triangular-
ize the last nb columns, otherwise the triangularization 
must start from the column where n1 is. After the trian-
gularization of the last nb columns, the outlier param-
eters can be eliminated, and the information equation 
is ready for deriving an adapted solution and for the 
processing of the next epoch.

Realization of SRIF processing procedure
We upgraded the SRIF module in the PANDA software 
package, which was developed originally at Wuhan 
University, China, with the above-mentioned quality 
control approach, and the performance of the mod-
ule is evaluated in an operational run at the GFZ IGS 
Real-Time analysis center. In this section we present 
the whole processing procedure of the upgraded SRIF 
module and its data flowchart. The key aspects related 
to the software realization and computational efficiency 
are emphasized.

The flowchart of the SRIF module is illustrated in 
Fig. 1. After the input of the information about stations 
and satellites involved in the processing and the corre-
sponding processing setup, the initialization of the fil-
ter is carried out accordingly with the initial constraints 
and the normalized state equations. Then the process-
ing of the epoch-wise observations starts, including 
reading real-time observations, data pre-processing, 
time update, measurement update, quality control and 
parameter estimation. The equations employed are 
listed on the right side of the processing steps, accord-
ingly. It must be pointed out that the processing of the 
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matrix transformation is realized based on the BLAS/
LAPACK library which will speed up the computation 
significantly according to the performance of the com-
puter facility in use.

In addition to the processing procedure, the infor-
mation matrix of the SRIF is also very important, as 
almost all the steps in the flowchart are working on 
this array and its change in the procedure is actually 

the data flowchart of the processing. Figure 2 shows the 
SRI matrix.

After the initialization, the initial constraints of all the 
parameters are transferred to R0 and Z0 which are put on 
the upper-right marked with R and Z1 , respectively. The 
size for R is dynamically controlled by the total number 
of the active parameters ntot , then the dimension of R is 
ntot × (ntot + 1) . The parameters are divided into two 
groups: stochastic and deterministic parameters. The 

Fig. 1  Flowchart of the SRIF processing with the new quality control approach
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stochastic parameters will be eliminated epoch-by-epoch 
and they are put in the front of the others for saving com-
putation cost of elimination. Worth to mention that the 
ambiguity parameters are kept at the end of the param-
eter list as they are maintained according to the actual 
observed satellites. The rows below R are for observation 
update and usually should be able to include all observa-
tions at one epoch, otherwise the update must be carried 
out in batches. In order to make the parameter elimina-
tion easy, the SRI matrix is extended for the parameters 
to be removed. While removing a set of parameters, their 
information is moved into the extend place and the origi-
nal is prepared ready for the same parameter but for the 
next epoch, and the parameters can be removed after 
applying a corresponding triangularization. This can also 
be utilized for time update since its major processing is to 
remove the state parameters at the previous epoch after 
adding the state equations. In the observation update, the 
u vector with respect to the column-wise transformation 
matrix is saved in the same column but the low-left part 
for the computation of the sensitivity vectors used in the 
quality control.

Operational validation
Network
A network of 85 globally distributed multi-GNSS stations 
is employed in the operational clock estimation at the 
GFZ real-time analysis center for the validation. All the 
stations can track both GPS and GLONASS signals, while 
72 and 61 stations can track Galileo and BDS-2 signals, 
respectively. Most of the real-time observation streams 
are provided by IGS and the Multi-GNSS Experiment 
(MGEX), and several stations are provided by GFZ and 
the German Federal Agency for Cartography and Geod-
esy (BKG). Figure  3 shows the distribution of stations 
and the corresponding tracking status. It should be men-
tioned that the real-time data streams are not as stable as 
the recorded observation files because of the data com-
munication. In general, at least 75 stations are available 
for clock estimation.

Software and processing strategy
The upgraded PANDA software package with the new 
quality control procedure is utilized for the validation 
processing on a Linux computer with eight Intel Xeon 
3.5  GHz processors. The data processing strategy for 
multi-GNSS satellite clock estimation is summarized in 
Table  1. It should be mentioned that in the operational 
real-time clock estimation the ambiguities are estimated 
as float constant and not fixed.

Performance of quality control
The validation processing has been running since 1. June 
2021 and there is no unexpected system crash or restart. 
The performance of the online quality control is inves-
tigated using the statistics of the detected outliers and 
computational cost.

Taking the result on 8 June 2021 as an illustration, the 
computation time at each epoch either with or with-
out quality control is shown in Fig. 4. The epochs with-
out outliers are marked in blue, and those with outliers 
in red. We can see that there is no significant increase 
in the computation time when the outliers are detected, 
and the average computation time is 2.06 s and 2.11 s for 
the epochs without and with outliers, respectively. Com-
pared to the result by Fu et  al. (2019), in which 0.4  s is 
additionally needed for quality control to an averaged 
epoch computation time of 2.4  s, the computation time 
for quality control of the new approach for SRIF in this 
study is significantly reduced.

In order to explore the distribution of the number of 
detected outliers and the relationship with computation 
time, the frequency of epochs with a certain number of 
outliers is retrieved from the results in the whole month 
of June and listed in Table  2. Among all the epochs, 
67.63% are free of outliers due to the quality control 

Fig. 2  Square Root Information matrix used in the software 
implementation and the information storage related to the algorithm
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Fig. 3  Distribution of stations for the multi-GNSS real-time clock estimation. All 85 stations can track both GPS and GLONASS signals, among which 
72 and 61 stations can track Galileo and BDS-2, respectively

Table 1  Modeling and parameterization strategy for multi-GNSS real-time satellite clock estimation

Observation modelling

Observation Ionosphere-free combinations of code and phase measurements

Sample rate 5 s

Elevation mask 7°

Weighting A priori precision of 0.03 cycles and 3.0 m for raw phase and code, respectively. 1 for E > 30 otherwise 2sin(E) 
where E means the elevation angle

Corrections

Satellite phase center igs14.atx (Schmid et al., 2016)

Receiver phase center igs14.atx (PCV of BDS are corrected as GPS)

Phase wind up Corrected (Wu et al., 1992)

Troposphere a priori model Saastamoinen model for wet and dry hydrostatic delay with Global Mapping Function (GMF) mapping func-
tions without gradient model (Boehm et al., 2006)

Station displacements Solid Earth tides, pole tide and ocean tides corrected according to IERS Conventions 2010 (Luzum & Petit, 2012)

Relativistic effects Corrected (IERS Conventions 2010)

Parameterization

Adjustment method SRIF

Station coordinate Fixed to SINEX file or PANDA GPS-only PPP weekly solutions

Satellite orbit Fixed to predicted orbit determined by PANDA

Receiver clocks White noise

Satellite clocks White noise

Ambiguity Estimated as constant parameters and re-initialized if a cycle slip, loss of lock and other data disruption occurred

Tropospheric delay Estimated for each station as random walk

ISB/IFB Estimated as constant with zero mean constraint
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applied in the pre-processing, and the average compu-
tation time is only 2.07 s. Among the remaining epochs, 
about half of them are with 1 outlier, and the percentage 
of epochs with more than 10 outliers is about 0.3%. The 
computation time increases along with the number of 
detected outliers, in general the time is less than 3 s even 
with 9 outliers. For those epochs that suffer from a larger 
number of outliers, i.e., more than 10, the clock estima-
tion usually can still be completed within 5  s with very 
few exceptions. However, if more stations and satellites 
are involved in the processing, it might be a problem to 
keep the processing time within 5 s to meet the current 
requirements.

Clock precision
For further evaluation, the operational real-time clock 
estimates are compared with the GBM products, the 
MGEX final products provided by GFZ (Deng et  al., 
2016). To remove the impact of clock datum used in dif-
ferent solutions, we formed the single-differenced clocks 
in each system between these two products, using G01, 
R01, E01, and C11 as the reference clock for GPS, GLO-
NASS, GALILEO, and BDS, respectively. Moreover, we 
also removed the radial orbit differences between the 
different orbits used herein and by GBM. Figure  5 pre-
sents the monthly average STD of the clock differences 
for GPS, GLONASS, GALILEO, and BDS, from top to 
bottom. Note that we did not present the mean or RMS 
values of the clock differences as the systematic biases 
between different solutions are much larger than the STD 
value, but they have insignificant impact for the posi-
tioning users and can be compensated by the ambiguity 
parameters.

For the GPS satellites, the STD values are generally 
smaller than 0.1 ns and the average value is 0.06 ns. For 
the GLONASS satellites, the average STD value is 0.24 ns. 
The Galileo satellites have a comparable performance to 
GPS with an average STD 0.06 ns. As for BDS, the aver-
age STD value is 0.11 ns and 0.36 ns for the MEO/IGSO 
and GEO satellites, respectively. The relatively larger 
STD values of BDS GEO satellites are caused by the poor 
tracking geometry with regional network, and the poor 
orbit quality which has a meter-level agreement between 
different ACs. As shown in the figure, the real-time clock 
estimates have a good agreement compared to the post-
processing product, indicating the quality control proce-
dure works well in the operational processing.

Conclusions
To meet the requirements in the high-rate update of 
precise satellite clock estimation for real-time precise 
positioning service, the SRIF estimator is suggested 
because of its high numerical stability and computational 
efficiency.

To improve the processing efficiency, we developed a 
new quality control procedure in SRIF which is capable 
of processing networks with many stations and observa-
tions. In the procedure, the most-like outliers are selected 
according to the posterior residuals one by one and are 
tested together based on the sensitivity vectors of the 
observations as candidate outliers. As there are usually 
only a few outliers at each epoch after the data pre-pro-
cessing and only the sensitivity vectors of the candidates 
are calculated, the computation cost for the quality con-
trol is neglectable compared to the total epoch process-
ing time.

Table 2  Distribution of the number of detected outliers and the 
averaged computation time in June 2021

Num. of outliers Percentage (%) Average 
computation 
time (s)

0 67.63 2.07

1 15.58 2.08

2 5.28 2.19

3 4.42 2.38

4 3.96 2.49

5 1.79 2.57

6 0.61 2.70

7 0.32 2.81

8 0.10 2.84

9 0.02 2.93

>  = 10 0.29 4.25

Fig. 4  The epoch-wise computation time for clock estimation with 
and without quality control on 8 June 2021
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Fig. 5  STD of the satellite clock differences between the operational real-time estimates and the GBM final products, for GPS, GLONASS, GALILEO, 
and BDS from top to bottom. The average values of all satellites for each system are given in the legend. Note that for BDS the average values of the 
IGSO/MEO and GEO satellites are both given

The new quality control procedure is implemented into 
the SRIF module of the PANDA software package. An 
experimental validation has been running operationally 
at GFZ since 1 June 2021 for the estimation of satellite 
clocks using the data streams from a global network of 
85 GNSS stations. For the integrated processing of GPS, 
GLONASS, Galileo and BDS, on average about 75 active 
stations and 72 satellites are processed. The computa-
tion time for each epoch is about 2.07 s when there are 
no outliers. There are about 67.63% of the total epochs 
without any outlier, and 15.58% with one outlier, and 
0.3% with more than 10 outliers. The computation time 
increases along with the number of detected outliers but 
still stays within 3 s for all the epochs with less than 10 
outliers. Among the other 0.3%, there are only very few 
epochs with rather large number of detected outliers 
and the processing time could be longer than 5 s, which 
should be further investigated.

The operational real-time satellite clocks show good 
agreement with the GBM final products, with an average 

of 0.06  ns, 0.24  ns, 0.06  ns, 0.11 and 0.36  ns for GPS, 
GLONASS, Galileo, BDS MEO&IGSO, and BDS GEO 
satellites, respectively. This result further confirms the 
efficiency of the SRIF processing and the new quality 
control method.
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