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Introduction
Nowadays, we are often dealing with data that contains many variables, columns, or 
attributes. Those datasets, which can be huge in terms of variables or rows, are called 
high-dimensional data. Electronic Health Record (EHR) may have hundreds of input 
variables, ranging from age, gender, to various lab results. Data collected from Deoxyri-
bonucleic acid (DNA) microarray typically have thousands to ten thousands of features 
representing gene expression [1]. An image, or a text document, is another example of 
high-dimensional data in which every pixel or word can be seen as a feature. Process-
ing, analysing, and organizing high-dimensional data can be difficult for contemporary 
systems. It is computationally costly, hard to interpret, and especially in the Machine 
Learning domain, it could lead the curse of dimensionality. The curse of dimensionality 
is a phenomenon that potentially arises when the data has too many variables and sam-
ples. Curse of dimensionality leads to poor predictive performance and high computa-
tional time required to train the predictive model  [2].

There are some ways to avoid curse of dimensionality, one of them being performing 
relevant feature selection and class balance. By selecting only useful features and remov-
ing irrelevant or redundant attributes, the data processing could be more easier. Medical 
or clinical decision support system has often been defined as the complex process of 

Abstract 

In today’s world, due to the increase of medical data there is an interest in data pre-
processing, classification and prediction of disease risks. Machine learning and Artificial 
Intelligence indicates that the predictive analysis becomes part of the medical activities 
especially in the domain of medical death prevention. The proposed work is focused 
on supervised learning methods and their capability to find hidden patterns in the real 
historical medical data. The objective is to predict future risk with a certain probability 
using Multi-layer perceptron (MLP) method. In the proposed work, MLP based on data 
classification technique is used for accurate classification and risk analysis of medical 
data. The proposed method is compared with traditional classification methods and 
the results show that the proposed method is better than the traditional methods.

Keywords:  Multi-layer perceptron, Medial data, Classification, Deep learning, Decision 
support systems

Open Access

© The Author(s) 2020. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and 
the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material 
in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material 
is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the 
permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creat​iveco​
mmons​.org/licen​ses/by/4.0/.

RESEARCH

Bikku ﻿J Big Data            (2020) 7:50  
https://doi.org/10.1186/s40537-020-00316-7

*Correspondence:   
thulasi.jntua@gmail.com 
Vignan’s Nirula Institute 
of Technology and Science 
for Women, Palakaluru, 
Guntur, Andhra Pradesh 
522009, India

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40537-020-00316-7&domain=pdf


Page 2 of 14Bikku ﻿J Big Data            (2020) 7:50 

gathering, evaluating, analysing and interpreting medical data in order to formulate one 
or series of decision, judgement, or intervention [3]. Feature selection and extraction is 
not a new field within the Healthcare or Computer Science domain. the past, ever since 
the emergence of Knowledge Discovery from Databases (KDD) [4]. Data mining tech-
niques have been used to find useful patterns in the data, to support medical decision 
making such as diagnosis process, choosing treatment option, and prognosis prediction. 
When applied properly, it could help the healthcare provider to improve patient’s care 
[5]. However, medical data are typically complex and diverse, and discovering patterns in 
such kind of data using traditional method is difficult.

Coupled with the advancement in medical technology and digitalization of medi-
cal information, large amounts of patient-related medical data are being generated at 
a faster rate nowadays. Most dataset generated from newer technologies such as Poly-
ethylene Terephthalate (PET) scan and Magnetic Resonance Imaging (MRI) are highly-
dimensional [6]. There are also combinations of clinical and other types of data such as 
signal, ultrasound, and time-series data which increases data complexity and variability.

Feature selection is an important part of the data mining process, often performed as 
pre-processing step before applying data mining tasks, which aims to reduce dimension-
ality of data into a subset of relevant or optimal features. Even though there are several 
well-established ways to do it, there is no single ‘best method’ as each has their own 
advantages and disadvantages. The success in performing feature selection depends 
on what kind of metrics we want to use, how to carefully choose the proper method 
to achieve the goal, and understanding of the domain knowledge. Despite vast feature 
selection methods available, selecting the right feature subset can still be a challenging 
task. Generally, feature selection for medical predictive model follows either automated 
feature selection method, or relying on expert opinion [7].

Automated feature selection methods, from technical perspective, typically determine 
relevant features based on a set of mathematical rules [8] such as correlation between 
feature and target class, correlation between multiple features, or how each feature 
would accuracy, sensitivity, and specificity of certain classifier. Though promising, purely 
automated feature selection still poses some problems like computationally more expen-
sive and increase in cost as the number of features grows. Other methods are faster but 
might have stability issues, such as when the same feature selection method is applied to 
the same data but produces different feature subsets with exactly the same performance. 
Data imbalance, one of the most common problem found in real medical data, could 
skew the result if not properly handled [9]. These problems can overcome by using Neu-
ral Network, the features are given as inputs and the risk is predicted as output as shown 
in Fig. 1.

On the other hand, medical experts do not rely on datasets and mathematical rules to 
select features. Through their existing domain knowledge, they can intuitively constrain 
knowledge discovery (thus avoid over fitting problems), describe relationships between 
attributes, categories of attributes, and correlation among them.

However, as humans have limited capability in processing huge amounts [10] of infor-
mation, experts might not be able to make judgements as much and as fast as a com-
puter does. Feature selection in medical data mining is still under active research, and 
new methods or combinations of existing methods are constantly developed. In order to 
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solve such issues machine learning or deep learning is a best solution due to self-learned 
and more accurate in processing this kind of huge data. In this paper here we proposes 
an automated feature selection mechanism based on deep learning mechanism using 
MLP approach.

Related work
Based on the Dengue Haemorrhagic Fever (DHF) in Thailand has been examined a pro-
grammed expectation framework for DHF using entropy method and Artificial Neural 
Network (ANN) [11]. Entropy is utilized to extricate the significant data that influences 
the forecast precision. Afterward, the managed neural system is applied to anticipate 
future DHF flare-up. Result got uncovered that, by applying entropy method, it would 
yield a superior outcome as the entropy strategy produces 85.92% accuracy while just 
78.16% when entropy not applied.

Wavelet change for information pre-handling before simulating Support Vector 
Machines (SVM)-based Genetic Algorithm in examining and anticipating the Dengue 
occurrence was proposed. The assessment and wellness of whole individual in the pop-
ulation is completed before entering next events. From their investigation, they found 
that, for predicting, Support Vector Regression (SVR) performed better contrasted with 
a direct degeneration and moreover increasingly reliable, even with the presence of 
overfitting [12].

Attribute Frequent Mining based on Dengue Outbreak was recognized a few quanti-
ties of credits to be utilized in deciding flare-ups as opposed to utilize the case stud-
ies. The relevant features utilized are year, week, age, sex, races, address, nature of work, 
kind of Dengue, hatching period, pandemic sort, intermittent cases and dead code and 
compared with Cumulative Sum (CUSUM) technique. The examination is focussed on 
utilizing different specific features dependent on Apriority idea has demonstrated a 
decent implementation of  recognition rate, false positive rate and computational time. 
This analysis has been demonstrated through a test can be utilized to all the more likely 
distinguish flare-ups. The general consequences of the investigation found that the sub-
sequent design can defeat the Cumulative Sum (CUSUM) in identifying the drawbacks 
[13].

A preceptive model [14] for disease location operating Ensemble Rule Based Clas-
sifiers was proposed which uses Decision Tree, Rough Set Classifier, Naïve Bayes, and 

Fig. 1  Basic Neural Network Architecture for analysing medical data
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Associative Classifier. The different classifiers provide better accuracy  up to 70% with 
the guidelines of a higher competence than effective single classifier.

Castro et al. [15] studied the Negative Selection Algorithm (NSA) which depends on 
the Artificial Immune Systems for discovery of Dengue episodes. Among the crucial 
points were their capacities to demonstrate conditions among traits by limiting assump-
tions about the basic attribute prediction. The significant inhibitions that were examined 
incorporate being a ‘discovery’ which produces result using a hidden model that is hard 
for a human to translate; that they are hard to use in the field because of the high compu-
tational cost of preparing; and that they are persuaded to over fitting the training infor-
mation. Unique in relation to both neural system and decision tree strategies, Dengue 
flare-up can likewise be applied to the next procedure is Rough Set Theory (RST) that 
methodologies of upper and lower estimate of the information referenced that contrib-
utes from the pair of vague and uncertain information or known as unpleasant set [16].

Manogaran et  al. [17] uses Hidden Markov Model (HMM) for information order 
demonstrates a procedure that changes with time. It can be viewed as a doubly inserted 
stochastic process with a procedure that is not perceptible and must be seen through 
another stochastic procedure that creates the interval of observations.

This method is said to possess greater advantages in which it finds the significance and 
hidden data, generate minimal of rules, find minimal set of data and easy to interpret; as 
what the current trend are focusing on such as in medical analysis, finance, banking and 
other fields including predicting the Dengue outbreak [18].

Electronic Health Record (HER) information mining which intends to predict the 
future data as indicated by the chronicled records from medical repository [19]. Med-
2Vec [20] is the primary strategy to become familiar with the interpretable embedding’s 
of clinical codes; however it supervises conditions of clinical codes among stopovers. 
Hold [21] is the principal interpretable model to scientifically ascertain the commitment 
of every clinical code to the present forecast by utilizing an opposite time consideration 
instrument in a Recurrent Neural Network (RNN) for paired expectation task. Dipole 
[22] is the principal work to embrace Bidirectional Repetitive Neural Systems (BRNN) 
and distinctive consideration components to improve the expectation precision. GRAM 
[23] is the main work to apply diagram put together consideration instrument with 
respect to the given clinical philosophy to learn strong clinical code embedding’s in any 
event, when lack of training information and a RNN is utilized to demonstrate quiet 
stopovers. KAME utilizes elevated level information to improve the prescient presenta-
tion, which is expanding upon GRAM.

Proposed work
Neural Network is a nature-inspired predictive algorithm which is rooted in statisti-
cal technique similar to Logistic Regression, designed to mimic the workings of human 
brain, and contains series of mathematical equations used to simulate biological process 
such as learning and memory. ANN structure consists of simple, highly interconnected 
neurons, which are analogous to neurons in the brain. It receives a number of input sig-
nals and produces single output signal, which can be transmitted into many branches, 
and ends at incoming connections of other neurons in the network.
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MLP is a feed forward Neural Network which consists of at least an input layer, one 
or more hidden layer, and an output layer, where each layer has its own specific func-
tion. Each of the hidden and output layer contains a number of neuron with activation 
function. By carefully constructing Neural Network architecture, such as the choice of 
activation function, or number of hidden layer and neuron in each layers, it can be used 
to model complex non-linear relationship between input variables and the outcome. 
Designing a good NN architecture for a given problem is not trivial. There is no general 
way to determine what is the good number of neuron and layers for Neural Network, 
thus the optimal structure is typically evaluated through experiments or experience of 
similar problem.

While Logistic Regression is considered as a white-box model, Neural Network (NN) 
is known as black-box model, means it does not allow interpretation of model param-
eters. Unlike Logistic Regression in which variable coefficient can be explicitly known, 
it is difficult to know what is happening on each neuron at each training iteration. How-
ever, due to its edibility and often high discriminative power, NN as predictive model 
is popular in domains where classification performance is more important than model 
interpretability.

Here the proposed work takes Medical data as input in a randomized portion of sev-
enty percent of the data for training and remaining part for testing of the model. The 
proposed model extracts the relevant features and predicts the risk factor as shown in 
Fig. 2.

Proposed algorithm: MLP based Data classification

Input: medical data set 

Output: classified medical data for prediction

Step-1: patronized the input data into two parts 70% of data for training and 30% for testing.

Step-2: feature extraction from data by using MLP

For (i=1 to n)

{

Take each record from the dataset

Apply MLP for extract the features

}

Step-3: feature selection from the extracted data 

For (i=1 to n)

{

Take each feature from the extracted features set

Select the relevant features from step-2

}

Step-4: Train the model MLP from step-2 and 3.

Step-5: test the model with rest of the data
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MLP for feature extraction and classification

Input layer is not count into number of layer, therefore the regular ANN is 2-layer NN 
or one-hidden-layer MLP. Formally, a 2-layer NN is a function f: <D !<L, where D is the 
size of the input vector x and L is size of the output vector f(x). In matrix notation with 
bias vectors b(1), b(2), weight matrices W(1) and W(2) and activation functions G and g.

The activation function has to meet some requirements due to the learning process. 
It has to be non-constant, bounded, and monotonically-increasing continuous func-
tion. Using this function is guaranteed that the derivation exists and can be used during 
network learning. There are some base activations function for learning NN—Sigmoid, 
Tanh, Rectified Linear Unit (ReLu) and Maxout (Fig. 2).

The Sigmoid function takes a real-valued number and transforms it into the range 
between 0 and 1—in general, large negative numbers become 0 and large positive num-
bers become 1. The disadvantages of sigmoid function are that it saturates during learn-
ing and is not zero-centred. The Tanh function transforms a real-valued number to the 
range between − 1 and 1. Like the sigmoid neurone, its activations saturate, but unlike 
the sigmoid neurone, its output is zero-centred. That is the reason why the Tanh is pre-
ferred to the Sigmoid. The ReLu is linear and non-saturating and simply thresholder 
negative values at zero. The advantages of ReLu are great acceleration the convergence 
compared to the Sigmoid and Tanh and it is easy to compute. The disadvantage is that 
ReLu can be deactivated during learning due to large gradient update. The last men-
tioned function is Maxout which is quite different because doubled ReLu function (the 
ReLu is the special type of Maxout function, where one input is always zero). This func-
tion benefits of ReLu and is not deactivated during learning. However, the disadvantage 
is that it produce two times more parameters, which have to be optimised.

To train the net, all parameters have to be optimised. The parameters to learn is the 
set = {W(2), b(2),W(1), b(1)}. The gradients @`/@can be obtained using the backprop-
agation algorithm—the weights are updated according to the gradient. The gradient is 
propagated from output to input, computed using loss function `(W,B|j) for all weights 
W and biases B in the net. For NN classification is the loss function for example:

where ŷ is outputs from output layer and y is true class. NNs could have only one hidden 
layer and be universal approximator but they can also consist of many layers with many 
units. Even though the representational power is equal one hidden layer NN and two 
hidden layer NN, the deeper NN can provide better prediction because the structure is 
more complex and can reflect the real data better, but it is just an empirical observation.

The most commons are L1 and L2 regularisation. L1 means that each weight w is 
changed to |w|, where is regularisation strength—it leads the weight vectors to become 
sparse during optimisation, a sparse subset of the most important inputs is used and 
units become nearly invariant to the noisy inputs.

(1)f (x) = G
(

b(2) +W(2)
(

g
(

b(1) +W(1)x
)))

(2)ℓ(W,B|j) =
∑
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y
(j)
log

(

ŷ(j)
)

+ log
(

1− ŷ(j)
)(

1− y(j)
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L2 means for every weight w in the network is changed to 1 2w2 where is regularisa-
tion strength again—it heavily penalise peak weights and prefers diffuse weight vectors, 
it allows the network to use all of its inputs a rather that some of its inputs a lot. These 
two regularisations could be combined. The hyper parameter is usually a small number, 
for example, 0 − 3. Finally, the result function to optimise is:

The Dropout is also very effective regularisation technique. While training, dropout is 
implemented by only keeping a neurone active with some probability p, or setting it to 
zero otherwise. Dropout can be interpreted as sampling a NN within the full-connected 
NN, and only updating the parameters of the sampled network based on the input data 
when the net is trained. During testing, there is no dropout applied—the prediction 
is evaluated across the exponentially-sized ensemble of all sub-networks. The hyper 
parameter p is a value between 0 and 1, for example 0.2. 

Experimental setup
All experiments have been conducted on a processor with Intel Core i5 having 16 GB of 
RAM and running the UBUNTU operating system. For applying various classification 
algorithms, here we used python 3.5 and tensor flow packages. We evaluate the perfor-
mance of the models using different popular metrics from the literature, namely, accu-
racy, sensitivity (or recall), precision, F-score.

(3)ℓ′(W,B|j) = ℓ(W,B|j)+ �1L1(W,B|j)+ �2L2(W,B|j)

(4)f [m, n] ∗ g[m, n] =

J
∑

j=1

I
∑

i=1

f [i, j]g[m− i, n− j]

Dataset

Extract features 

MLP training 

Selec�on of 
features Trained model

Tes�ng data

Predic�ng 
outcomes

Fig. 2  Proposed architecture for analysing medical data
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Datasets

The datasets we experimented in this paper are taken from University of California at 
Irvine (UCI) ML Repository. In specific we use 3 standard datasets, corresponding to 
three different diseases as termed below. Subsequently to do an autonomous testing 
of proposed model, intended for each disease, the samples for training and testing are 
separated.

The first dataset here we considered is a Wisconsin Breast Cancer (WBC) and it has 
total nine features and almost 500 samples are for training and 200 were testing sam-
ples. The second dataset we considered was SaHeart (SHt) data set and it contains total 
number of features as 9, and considered training samples are 300 and testing samples are 
almost 160 and the another dataset is Pima Indians Diabetes (PID) which contains 8 fea-
tures in total and training samples are 576 and testing samples are 192.

The parameters considered in the dataset are represented in Table 1.
The first 30 features were computed from a input image of and all the specifications of 

the parameters are represented in Table 1.

Evaluation metrics

Evaluation metrics is a key factor in assessing performance of classifier. In two-class 
problem, confusion matrix is used to describe classifier predictive performance. Confu-
sion matrix is a two-dimensional table that visualizes correctly or incorrectly predicted 
sample of each class by matching the actual and predicted value of all samples. It is espe-
cially useful in supervised learning, where each sample is labelled with a target class. 
In this example, actual class refers to the actual target class of an input data which is 
taken as the ground truth, while predicted class refers to classifier output of the same 
input data. In each dimension, label P denotes positive class and N denotes negative 
class. In reality, we can construct our own definition of positive and negative class, or go 
with common sense of what considered as positive and negative class. When prediction 
outcome of a classifier matches the actual class, we call such case True Positive if the 
actual and predicted class is positive, True Negative when actual and predicted class is 
negative. In case a classifier incorrectly predict negative class as positive or incorrectly 
predict positive class as negative, such case is termed False Positive or False Negative, 
respectively. For our CRT case study, we define our confusion matrix terms as follows:

Positive case: Patients has _LV EF ≥ 15%, considered as responsive to the treatment, 
labelled as class 1 in dataset.

Negative case: Patients has _LV EF < 15%, considered as unresponsive to CRT Treat-
ment, labelled as class 0 in dataset.

Once confusion matrix is constructed, several other metrics can be derived from it, 
namely: Accuracy. Accuracy is the most common metrics used in data mining stud-
ies. It is simply defined as the proportion of correct decision made and total number of 
decisions made. However, accuracy does not always work well in all cases. In data with 
imbalance class, accuracy is no longer a proper measure because it could be biased to 
majority class and does not react the performance of minority class. It is possible that a 
classifier have a high accuracy by predicting all samples as negative case.
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Precision: Precision (or also called Positive Predictive Value) is defined as proportion 
of positive case that are correctly identified in outcomes.

Recall: Recall (also called Sensitivity or True Positive Rate) is defined as proportion 
of actual positive case which are correctly identified as positive case. High Recall value 
indicates low proportion of False Negatives within all positive samples. On the contrary, 
low Recall value is an indicator of higher False Negative proportion. Recall can also be 
interpreted as to which degree the positive samples are misclassified as negative case.

Accuracy =
TP + TN

TP + FP + FN + TN

Precision =
TP

TP + FP

Table 1  Attribute information of the dataset
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Specificity: Specificity, also known as True Negative Rate is defined as proportion of 
actual negative case which is correctly identified as negative case. High Specificity value 
indicates low proportion of False Positives within all negative samples. On the contrary, 
low Specificity value is an indicator of higher False Positive proportion. Specificity can 
also be interpreted as to which degree the negative samples are misclassified as positive 
case.

F1 Score: F1 score is defined as weighted average of Precision and Recall.

Results and discussions
The subsequent section discuss about the performance of proposed mechanism with 
respect to different data sets which are taken from the UCI repository. The ANA-
CONDA Platform is used for implementation and coding is done in python.

Here Fig. 3 shows that computation time for training data set by varying number of 
medical input records from different data sets for existing work and proposed work. Fig-
ure shows the varying of computation time here we use MLP for training. While increas-
ing the number of input data records it gets more knowledge about but it need more 
processing time. Here we take running time of mechanism that is for training and testing 
on standalone machine for to understand how our mechanism works. With respect to 
existing and if we use it on cluster it will reduced based on the cluster capacity.

Here Fig. 4 shows that computation time for testing data set by varying number of 
medical input records from different data sets for existing work and proposed work. 
Figure shows the varying of computation time here we use MLP for testing. While 
increasing the number of input data records it gets more knowledge about but it need 
more processing time.

Here Fig. 5 shows the performance of existing proposed mechanism with respect to 
different performance metrics of precession, f-score, recall and accuracy. Here accu-
racy of prospered method and precession are increased with respect to data size. And 
recall and f-measure are gradually reduced. This shows that the proposed mechanism 
works well with respect to varying size of the data. The accuracy of the proposed 
method compared to traditional classification methods are depicted in Fig.  6. The 
existing methods considered are SVM, KNN and K-means methods and the accuracy 
of these methods are low when compared to proposed MLP based data classification.

Here Fig. 7 Accuracy comparison with state of art methods. In general classification 
of medical data is a complex task. And medical data needs to be accurate classification 
then other things. Here the fig shows the comparison of proposed model with respect 
to state of art models of LSTM and RNN. Previously RNN was used for classification of 

Recall =
TP

TP + FN

Specificity =
TN

TN + FP

F1 = 2 ∗
Precision ∗ Recall

Precision+ Recall
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medical data. But RNN has a drawback of it needs more training data for different kinds 
of issues. But medical data is a highly imbalanced so RNN fails most of the aspects in 
accurate classification. And LSTMs take more time for gets training, require huge mem-
ory and gets over fit easily. Medical data is huge making training of LSTM it occupies 
huge data. And more importantly LSTM needs more data to make accurate predictions. 
Previously we discussed medical data is imbalanced. So Proposed MLP based mecha-
nism gives better classification accuracy than existing.

Conclusion
This paper mainly focuses on the deep learning based mechanism to predict the dis-
ease based on previous medical data. Here we used MLP for predicting the deceases and 
here we use feature extraction and classification of medical data. Lesser number of fea-
ture does not always produce higher performance. This is reflected in the result of MLP 
Neural Network classifier, in which distribution of selected feature subset number is low, 
yet also has lower overall performance. However, sometimes different number of feature 
might result in similar performance, as in case of state-of art mechanisms. Both cases 
are present in our experimental result. In future nested networks concept can be used 
to gain better nonlinear high-level features for representations of medical images, which 
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may achieve better performance than our model. Multi feature selection methods can be 
used in future to improve accuracy rate.
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