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Introduction
Big data is poised to cover everything from business and sciences to healthcare, agricul-
ture, education, economics, and government. This explosively big quantity of data gen-
erated makes our time the data age. The question is: What is the interest in collecting 
information if we are not going to benefit from it? Performant and powerful tools are 
absolutely needed to transform the gigantic amount of data to valuable and organized 
knowledge. Here comes the necessity of data mining and machine learning tools. The 
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Background:  Mobile phone and sensors have become very useful to understand and 
analyze human lifestyle because of the huge amount of data they can collect every 
second. This triggered the idea of combining benefits and advantages of reality mining, 
machine learning and big data predictive analytics tools, applied to smartphones/sen-
sors real time. The main goal of our study is to build a system that interacts with mobile 
phones and wearable healthcare sensors to predict patterns.
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activity sensor) and mobile phone are used for gathering real time data. All sensors are 
managed using IoT systems; we used Arduino for collecting data from health sensors 
and Raspberry Pi 3 for programming and processing. Kmeans clustering algorithm is 
used for patterns prediction and predicted clusters (partitions) are transmitted to the 
user in his front-end interface in the mobile application. Real world data and clustering 
validation statistics (Elbow method and Silhouette method) are used to validate the 
proposed system and assess its performance and effectiveness. All data management 
and processing tasks are conducted over Apache Spark Databricks.

Results:  This system relies on real time gathered data and can be applied to any pre-
diction case making use of sensors and mobile generated data. As a proof of concept, 
we worked on predicting miscarriages to help pregnant women make quick decisions 
in case of miscarriage or probable miscarriage by creating a real time system prediction 
of miscarriage using wearable healthcare sensors, mobile tools, data mining algorithms 
and big data technologies. 9 risk factors contribute vastly in prediction, the Elbow 
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most essential thing is that big data is not about creating machines and materials that 
calculate data but is about creating value from data to get new knowledge [1].

Actually data mining uncovers valuable information from a large collection of data 
that cannot be obtained through only individual data. Many researches describe the 
power of data mining in detecting and predicting outcomes [2–4]. For instance, Google’s 
Flu Trends detect flu activity by using a specific search terms in Google search. It can do 
this by combining the number of people who search for any information about flu and 
the number of people who actually have flu symptoms. When search queries about flu 
activity increase, a pattern emerges. Also, Amazon can suggest or recommend the ideal 
book for you, Google can produce an answer in a very near real time, spam filters are 
used to automatically detect unwanted email and keep it away from user’s inbox based 
on certain criteria, and the autocorrect feature in our smartphones adds new words to 
its dictionary based on our actions and on what we type.

At its core, big data is about predictions. It became a synonymous of data mining, busi-
ness analytics and business intelligence; and has made a big change in BI from reporting 
and decision to predicting results [5]. Big data is not about collecting data, storing data 
or teaching machines to think and react like humans. Instead, it is about applying math 
to huge amount of data so as to give probabilities: the strong possibility that an email 
is a spam, a person is walking, stilling or running, or typed letters “alne” are supposed 
to be “alone”. The number of predictive examples is endless. The major key is that these 
systems including reality mining process operate well because of the quality of data on 
which they base their predictions.

After all, with the use of machine learning methods and statistical analytics, real-
ity mining can now give a general picture of our individual and collective lives [5]. For 
this, we propose to apply data mining techniques and big data predictive analytics on 
data coming from mobile phones and sensors, to get the more accurate prediction. The 
real challenge of our study is to combine both big data and reality mining applied to 
smart phones and sensors’ data to predict patterns by proposing a solution which can 
be applied to any data prediction case study such as stress, pollution, weather, obesity, 
depression prediction, among others.

Related works

In the past few years, many researches were centered on the use of data mining tools in 
predicting outcomes in different areas such as: education, healthcare, weather, pollution, 
among others.

Authors in [6] presented big data tools and techniques in healthcare system; clarifying 
their effective and useful sides. They conclude that the integration of big data tools, data 
mining, medical informatics and big data analytics techniques; has the potential to make 
an important effective changes in healthcare delivery costing and healthcare outcome.

Authors in [7] assert that clustering is the most powerful tool used in several fore-
casting domains. In their study, they propose a methodology of k-mean clustering for 
weather forecasting and got a list of weather categories based on the peak mean val-
ues of the clusters. When new data are presenting, K-mean affect it to the appropriate 
defined cluster. Therefore, they were able to predict weather events. Performance and 
correctness of their approach is also measured.
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A performance comparison of four main machine learning algorithms: support vec-
tor machine (SVM), decision tree (C4.5), naive Bayes (NB) and k nearest neighbors 
(k-NN) on the Wisconsin breast cancer (WBC original) datasets is conducted [8]. 
In this study, authors achieve the correctness in classifying data with respect to effi-
ciency and effectiveness of each algorithm in terms of accuracy and precision. The 
research shows that SVM make a good performance by reaching a highest accuracy 
(97.13%) with the lowest error, compared to the use of K-NN, NB and C4.5 classifiers.

The neuron-fuzzy technique was applied to the same previous dataset Wisconsin 
breast cancer [9]. They reached an accuracy of 95.06% with tenfold cross validation. 
In their work, a hybrid method is proposed to enhance the classification accuracy and 
achieved an accuracy of 95.96%.

The first academic literature review of the use of data mining tools to customer rela-
tionship management (CRM) applied to an academic database between the periods 
of 2000–2006; proposed a classification methodology to classify articles [10]. Eighty-
seven papers were selected and classified. Papers were classified on four CRM cat-
egories (Customer Attraction, customer Development, Customer Identification and 
customer Retention) and seven data mining techniques (Classification, clustering, 
Regression, Forecasting, Association, Visualization and Sequence Discovery) were 
evaluated. The process of classification was independently verified. The research 
shows that the customer retention cluster got the most research attention. The goal 
of this analysis is to facilitate knowledge and guide future research applied to CRM 
using data mining tools.

Authors in [11] propose a new algorithm for predicting the next inter-cell activity of 
a mobile user covered by a Personal communication Systems network. The algorithm 
proposes three important phases: using the history of mobile user trajectories as user 
mobility patterns, extracting rules from the patterns collected and finally predicting out-
comes based on these rules. The proposed method was compared to two other predic-
tion methods. Results show that the performance of the new algorithm is better than 
other methods in terms of precision and recall.

Authors in [12] present a model for prediction of stillbirth based on medical history 
and maternal characteristics and evaluate the performance of the model. The study 
was conducted by using 76.897 singleton pregnancies. Logistic regression data mining 
method is used to determine if there is any contribution to predict stillbirth from several 
parameters: the maternal factor-derived a priori risk, fetal nuchal translucency thick-
ness (NT), ductus venosus pulsatility index for veins (DV-PIV), uterine artery pulsatility 
index (UT-PI) and maternal serum free ß-human chorionic gonadotrophin (ß-hCG) and 
pregnancy associated plasma protein-A (PAPP-A). The most significant characteristics 
were valued to build a model for prediction.

In a study [13], five different data mining algorithms on various wind farm datasets are 
tested. Authors examine the predictions of the power of a wind farm at different time 
ranges: 10 min and hour-long interval. The support vector machine performs well and 
gets accurate predictions of wind speed and wind power at 10-min intervals up to 1 h 
into the future, while the multilayer perceptron algorithm is more powerful and accurate 
over hour-long ranges up to 4 h ahead. Tests were generated based on a wind farm of 
100 turbines.



Page 4 of 25Asri et al. J Big Data            (2019) 6:66 

The development of effective predictive and perspective analytics systems relies on 
the use of advanced and preformed technologies such as big data, advanced analytics 
tools and intelligent systems. Including real time data gathered from mobile phone/sen-
sors during prediction process allows users to be more involved and represents a real 
asset for prediction. Indeed, the proposed system allows sending future users real time 
predictions, and proactively recommends them according to the case study. The system 
takes advantage of data collected from healthcare sensors and mobile phones, data min-
ing algorithms and big data processing tools.

The rest of this paper is illustrated over a few sections starting with the conception and 
the implementation of the proposed prediction system; including prediction process, 
gathering data and big data tools and management; in “Methods” section. “Results and 
discussion” section illustrates the proposed system applied to miscarriage prediction 
case study by presenting the environment of our experiment, metrics, required configu-
rations and experimental results. Finally, we conclude the paper and give perspectives.

Methods
The proposed prediction system

The use of mobile phone has the advantage of providing both real time measurements 
and contextual information. Activities such stilling, driving, walking, running or bik-
ing can be recognized thanks to the use of smartphones. Also, real time location (all 
the places visited by users) through GPS (global positioning system) and google place 
service is now possible. Furthermore, other personal data such as age, gender or weight 
can be collected through mobile applications. All collected data can be managed by an 
advanced database server and in a big data management framework in order to predict 
outcomes.

The main contribution of the system is that it makes use of immediate contextual 
parameters which can be retrieved from the users’ devices and healthcare wearable sen-
sors to help forecasting. As a result, users are always aware about their health state to 
react in advance in case of probable outcome.

As result, the main features of our system are (see Fig. 1):

Fig. 1  Prediction system overview
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•	 An effective communication with the users. They receive relevant information about 
their actual status.

•	 Integration and management of a huge amount of data.
•	 Use of real-time data: receive real-time information such as location, activity, sms, 

voice call …etc.
•	 Use of advanced big data management tool.
•	 Prediction of patterns: using both personal data and real time data.

Reality mining for gathering data

Cataloguing and collecting information about individuals helps to better understand 
people’s habits. Using machine learning methods and statistical analytics, reality min-
ing can now give a general picture of our individual and collective lives through mobile 
phones and sensors.

In the specific field of healthcare, the main goal is how to use both big data and reality 
mining to make people’s live easier and healthier. Thanks to mobile phones, healthcare 
sensors, big data and reality mining tools, predicting outcomes and making quick deci-
sions in advance is now possible. New mobile phones contain different kinds of sensors 
(e.g. location sensors, motions sensors among others). Wearable and healthcare sensors 
have the capability to give relevant information about people’s behavior and habits. After 
all, with the use of machine learning methods, statistical and predictive analytics, reality 
mining can now give a comprehensible picture of our collective lives.

Gathering process overview

Gathering data is a very challenging module because predicted results will depend on 
what we collect. For that, information must be accurate and credible to get the right pre-
diction. In our study, users interact with mobile phone and sensors which are equipped 
with internet communication unit as follows:

•	 Users register personal information that could be updated in case of any required 
change.

•	 Mobile phones collect real-time data about users such as: activity, location, voice call 
…etc.

•	 Wearable healthcare sensors generate various data about the behavior of the user.

Mobile devices then upload all gathered data in files to a central server to be analyzed 
and to generate the suitable results.

Figure 2 illustrates the proposed data gathering process.

IoT systems: sensors integration and implementation

Sensors are the source of Internet of Things (IoT) data and sensor technology is becom-
ing so advanced. Today we can detect things that were not previously possible. In IoT 
systems, a sensor is used to collect data and route to a control center where decision is 
made.
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For that, multiple IoT health sensors were used to monitor attributes namely; heart 
rate variability (HRV), blood pressure, emotion, temperature variation (TP) and activity 
(see Table 1).

Many tools exist for managing sensors. We suggest using Arduino (an open-source 
platform) for gathering data from health sensors and Raspberry Pi (a single-board 
computer) for programming and processing [14]. The main purpose of this deploy-
ment is to collect and stream large data about the user as presented in Fig. 3.

Pulse sensor, temperature sensor and acceleration sensor are directly connected to 
the Arduino tool that collects data every 3 s. In fact, Arduino checks if there is any 
information measured sent from healthcare sensors; if it is the case, it collects and 

Fig. 2  Data gathering process

Table 1  Different healthcare sensors

a  Heart rate sensor pulse sensor for Arduino Raspberry Pi
b  I2 C infrared temperature sensor mlx90614 for Arduino Raspberry Pi/0.1 °C accuracy
c  kwmobile acceleration sensor with digital output, 3-axis gyroscope for Arduino, Genuino and Raspberry Pi

Sensor Attributes

Pulse sensora Heart rate variability, blood pressure and emotion

Temperature sensorb Temperature variation

Acceleration sensorc Activity degree

Fig. 3  Gathering sensors data workflow
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puts the values of heart rate, body temperature and activity in a JSON file. This file is; 
in its turn; sent to raspberry pi for processing (see Fig. 3).

The mobile application; connected to raspberry pi with a TCP/IP protocol; is always 
listening and store patient’s data in a server. Then, they are analyzed in a big data 
management tool using machine learning algorithms (see Figs.  2 and 3); this process 
is repeated every 60  s. In our study, we gathered 100,000 documents that contains all 
healthcare data from both mobile phones and sensors.

Prediction process

As shown in Fig. 4, to obtain the predicted result and forward it to the user, we are mak-
ing the following process:

1.	 Gather and store data in database server in files: data collected from wearable health-
care sensors and mobile phones are transmitted to a No SQL database server to be 
stored.

2.	 Extract data from the database server to the Cloud: all data collected and stored in 
the database are, then, extracted by the big data management tool in the Cloud to be 
treated.

3.	 Transform data: some data mining algorithms require having data in specific types. 
So, we are asked to transform the type of data that are not in the appropriate type.

4.	 Analyze data transformed: apply machine learning algorithm on our dataset and 
make the necessary changes that meet our needs.

5.	 Make predictions: once analyzing process terminate, we can get our predicted results 
and visualize them in different way (charts, tables, graphs…etc.).

6.	 Evaluate and validate the model: the predicted result is not enough and not very 
equitable to validate the model; an evaluation and validation step is widely impor-
tant to be sure that our prediction process is accurate and we are sure to communi-
cate the right information to the user who will take a decision based on transmitted 
results.

7.	 Present the final response: once the model is evaluated positively, final results are 
transmitted to the user who is also able to send a query in his turn.

Fig. 4  Prediction transmission process
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Both prediction process and data gathering process are important in making pre-
dictions because they are complementary. Gathering the wrong data or having a weak 
prediction process (even with right information) will cause false results to be sent 
to the target user. These processes are particularly critical in healthcare field where 
human lives could be threatened by erroneous decisions.

The prediction process is a crucial stage in our work and is based on four main 
tasks. The first one is the data extraction stage, which relies on choosing the right 
data for the analysis phase. The analysis stage is the second phase. It aims to find the 
optimal configuration of data mining algorithm and data selected. The main objective 
of this phase is to minimize the error rate of prediction. The third phase is the predic-
tion part in which we predict patterns from results during analysis phase. The fourth 
stage is the prediction evaluation and validations where we evaluate and validate the 
performance of our model using algorithm metrics and algorithm statistics validation.

Data conceptual modeling and implementation

Big data management tool

Over time, a huge amount of data is created every second and reaches critical sizes. 
For this, several solutions are proposed for large scale data processing. The leading 
solutions in the market are Spark and Hadoop [15].

Spark and Hadoop both are big data frameworks, but they do not really have the 
same usage. MapReduce’s operating mode may be sufficient if operational require-
ments and reporting requirements are essentially static and it is possible to wait for 
the completion of batch processing. But if you need to analyze data in streaming, as 
is the case for processing sensor data in a plant, or if applications require a succession 
of operations, you will probably need to use Spark. This is the case for most machine 
learning algorithms that need to perform multiple operations. Spark is perfectly 
suited for real-time marketing campaigns, online product recommendations, cyber-
security and machine log tracking.

In this work, we propose the use of Databricks Apache Spark as a big data manage-
ment tool for reasons mentioned above. Databricks is a virtual analytics platform for 
data integration, real-time exploration, and pipelines’ production in the cloud, pow-
ered by Apache Spark. It represents the best place to Run Apache Spark as a produc-
tion data science and engineering platform [16].

NOSQL database conception

In this work, all data is stored and extracted from Couchbase Server [17]. It is a 
NoSQL document oriented database, which has become the de facto standard for 
building Systems of Engagement. It is designed with a distributed architecture for 
performance, scalability, and availability. It enables developers to build applications 
easier and faster by leveraging the power of SQL with the flexibility of JSON docu-
ments as shown in Fig. 5. Couchbase offers a data platform for mobile, web and IoT 
composed of two modules: Couchbase Mobile and Couchbase Sync Gateway.
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Data mining model

Data mining is known as the process of analyzing different types of data to extract pat-
terns and knowledge by using different data mining tools. Many applications use data 
mining in their implementation like healthcare data analysis, education system, produc-
tion control, decision making among others [18].

Various clustering algorithms exist such as: K-means algorithm, Hierarchical cluster-
ing algorithm (HCA), Self-Organizing Maps Algorithm (SOM) and Expectation Maxi-
mization clustering algorithm (EM). According to [19], the choice of using an algorithm 
instead of another depends on several parameters: Size of dataset, number of cluster, 
type of dataset … among others. In fact, the quality of K-means and EM algorithms 
becomes very good when using large dataset, while HCA and SOM algorithms are used 
for small dataset.

In this study, we used K-means based centroid clustering algorithm because of the size 
of our data, its popularity and simplicity to understand. It is an unsupervised machine 
learning algorithm that solves the well-known clustering problem. In K-means algo-
rithm, probability of the most relevant function is calculated, and functions are clustered 
using Euclidian distance formula. K is an input to the algorithm for predictive analysis; it 
is the number of groupings that the algorithm has to extract from dataset. So, K-means 
split data into K clusters. The aim of this algorithm is minimizing a squared error objec-
tive function given by [20, 21]:

where, “||xi − vj||” is the Euclidean distance between xi in X = {x1, x2, x3, …, xn} is the set 
of data points and vj in V = {v1, v2, …, vc} is the set of centers.

System implementation

An overview of our system implementation is presented in Fig.  6. Actually, Couch-
base Mobile simplifies an “offline first” development of our mobile application that 

J(V) =

C
∑

i=1

ci
∑

j=1

(�xi − vi�)
2

Fig. 5  Representation of stored documents
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communicates directly with the local database by performing CRUD operations. Couch-
base Lite will then run locally on the device and store data as JSON format. In turn, Sync 
Gateway exposes a database API for local database to replicate to and from Couchbase 
Server. This connection is made using the Database Change Protocol (DCP) that repli-
cates data memory-to-memory from the source cluster to the destination cluster before 
being written to disk on source cluster, without the data persisting in Sync Gateway [22]. 
Application in Databricks extracts JSON files from Couchbase server; analyze them 
using the same process described in Fig. 4 and sends results to the user making them 
available in the front end user interface of the mobile application.

Results and discussion
Miscarriage risk factors definition

Typically, risk factors or inputs in the healthcare system include echography, doctor note, 
and ultrasound screening. To make “predictions”, doctors wait for patient’s consultation 
to make an ultrasound screening to see if there is anything wrong. And in most cases, it 
is always too late to avoid unsuitable results which can be the death of an unborn child 
in the case of miscarriage. The use of mobile phone shows its power on providing both 
real time measurements and contextual information [23, 24]. In this study, we define two 
types of data sources:

•	 Data from sensors:

•	 Heart rate variability [number of beat per minute (BPM)]; It represents a great 
marker of stress and health. An elevated heart rate is always associated with an 
increased risk of hypertension and an elevated blood pressure [25].

•	 Stress and blood pressure; they are deduced from the value of heart rate variabil-
ity. In fact, a maximum heart rate variability (HRmax) is calculated with the equa-
tion of

•	 “208 − 0.7  * age” [26]. Depending on the value of HRmax, stress emotions and 
blood pressure values are defined.

•	 Temperature variation; as in any systemic infection in pregnant women and 
other viral infections, there is an increased risk of spontaneous miscarriage or 

Fig. 6  Overview of our system implementation
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premature delivery. In previous epidemics, miscarriages related to increased 
body temperature and flu, have been reported [27].

•	 Physical Activity; as mentioned in “Introduction” section, a strong exercise of 
the body increases the risk of getting miscarriage.

•	 Data from mobile phone:

•	 BMI (body mass index); obese and underweight women have an increased risk 
of miscarriage. It is a value derived from height (H) and weight (W) filled by 
mobile application’s user. BMI equation is presented as:

•	 BMI = W (kg)/W2 (m) [28].
•	 Number of previous miscarriages; woman who got a previous miscarriage is 

more likely to have another one. It is a data collected from mobile application’s 
user profile.

•	 Maternal age; increased maternal age increases probability of getting miscar-
riages. It is a data collected from mobile application’s user profile.

•	 Location; all the places visited by users are defined through GPS and google 
place service. This parameter helps to define the quality of eating well. In fact, 
by knowing the location of pregnant woman, we can expect her activity: for 
example, if she stays in restaurant for a long time, there is a high probability 
that she is eating in restaurant. Also, by knowing the frequency of being in 
a place, we can deduce here food quality: if the frequency of being in a place 
tends to be 1, it means that her food quality is not good since she is pregnant. 
Pregnant women are asked to eat at home for some hygiene protections.

•	 Current activity; thanks to the accelerometer in the smartphone and vibration 
sensor, we can recognize activities like stilling, driving, walking, running or bik-
ing, among others.

All those data are sent continuously to an advanced database server and stored in 
files, which will be extracted and analyzed by unsupervised machine learning algo-
rithms in a big data management framework in order to determine if the pregnant 
woman will have miscarriage or not and to propose recommendations and pieces of 
advices as well.

Experiment

Experiment environment

In this study, several tools are used to create our miscarriage prediction system:

•	 Database server: Couchbase Database Server was installed in a network machine 
with a public IP address.

•	 Big data platform: Databricks Spark; Spark 2.1 and Scala 2.11 as a programming lan-
guage.

•	 Mobile tools: Android Studio 2.2.2 for coding the mobile application and smart 
phones for running the application.

•	 Sensors managers: Arduino UNO and Raspberry PI 3.
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System dataset

In this work, dataset is created through our mobile application “e-Preg Monitoring”. It 
collects automatically real-time data about the pregnant woman every 60  s while the 
application is on active mode. Our study relied on around 100,000 documents gathered 
and 15 valued attributes. We can find more information about the dataset in [29].

Table 2 lists a description of attributes and their meaning, used in the created dataset; 
while Tables 3, 4, 5 and 6 present respectively values and meaning of activity, location, 
BMI, heart rate, stress and blood pressure attributes.

Table 2  Miscarriage dataset attributes

Attribute Type Description

1 ID Integer The key of JSON document

2 Activity Integer The level of the activity of the woman during the day

3 Location Integer Location where the woman spends her time

4 BMI Double Body mass index: it is an attempt to quantify the amount of tissue mass (muscle, fat, 
and bone) in an individual, and then categorize him/her

5 nMisc Integer The number of previous miscarriages of the woman during her pregnancies

6 Age Double The maternal age of the woman

7 Weight Double The weight of the woman: the quantity of heaviness or mass. It is used in BMI 
calculation

8 Height Double The height of the woman. It is used in BMI calculation

9 Temp Double Body temperature of the woman

10 BPM Long Heart rate variability (HRV) per minute

11 Stress Long Stress emotions

12 BP Long Blood Pressure indicator

13 Time String The time to save the file in the database server

14 User_email String The ID of the woman to whom belongs the current document. It is used to extract 
the right data about woman

15 Type String The type of document. It is used to differentiate between authentication documents 
and documents that contain prediction attributes

Table 3  Description of heart rate, stress and blood pressure values

HR (100 < HR < HRmax), HR+ (HR > HRmax), HR− (HR < 100)

Age (years) Heart range HR state Stress state Blood pressure state

20 100 < HR < HRmax HR Normal Normal

HR+ Low High

HR− High Low

30 95 < HR < HRmax HR Normal Normal

HR+ Low High

HR− High Low

Table 4  Description of BMI’s values

Value (kg/m2) Meaning

18.5–24.9 Normal

25–29.9 Overweight

30–39.9 Obese

> 40 Morbidly obese
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To detect the current location of the woman, different place identifiers are supported 
by google place services [30]. We used over 100 types of location. Table  6 presents 6 
types of places out of all places we use, by presenting the value attribute in our dataset 
and its meaning.

Stress and blood pressure values are defined based on the Heart Rate Variability 
(HRV) value. In fact, a HR range is proposed for each age category [31]; we used cate-
gories of 20 to 50 years: (aged 20 years, ranged 100 to HRmax), (aged 30 years, ranged 
95 to HRmax), (aged 40  years, ranged 90 to HRmax), (aged 45  years, ranged 88 to 
HRmax), (aged 50  years, ranged 85 to HRmax). Table  3 describes stress and blood 
pressure meaning of 20 and 30 years categories.

Algorithm metrics

Once we get data from the server, we start building the predictive model. Apache 
Spark MLLIB treats Kmeans as a model (KMeansModel) that has to be trained with 
data, and then can be applied to new samples as if it was performing classification. 
While odd, this actually is a bonus because it easily allows us to use our clusters as a 
classification model for unseen data.

Our dataset contains some attributes that will not be used in our prediction such as: 
“type”, “time”, “time”, “ID” and “user_email”. Thus, we have to identify attributes to be 
passed to K-means for prediction. Then we have to assemble all the dataset to a vec-
tor class. So, we can use the KMeansModel for analyzing and predicting results which 
will be shown in the front end user interface.

Table 5  Description of activity’s values

Value of activity Meaning

1 Low

2 Medium

3 High

4 Very high

Table 6  Description of location values

Valued attribute Meaning

0 Others (unknown)

1 Restaurant

2 Café

3 Snack

4 Pharmacy

5 Bank

6 Bankery/pastry



Page 14 of 25Asri et al. J Big Data            (2019) 6:66 

1.	 We, first, converted the data to a Resilient Distributed Datasets (RDD) to be passed to 
K-means for prediction (see Figure I):

Figure I  Creation of K-means vectors

	 Where “allDF” represents the dataset and “r.getInteger(1), r.getDouble(2), r.getInteger(3), 
r. getInteger(4), r. getDouble(5), r.getDouble(6), r.getLong(7), r.getLong(8), r.getLong(9)” 
represent respectively the value of age, BMI, nMisc, location, temp, BPM, stress and 
BP attributes.

2.	 We, then, applied the K-means algorithm on the vectors created above, identified the 
number of clusters K, the number of iterations and K-means mode parameters (see 
Figure II):

Figure II  Implementation of Kmeans model

	 Where“2” is the value of K, “2000” represents the maximum number of iterations and 
“random” is the K-means mode.

3.	 As a third step, we make predictions to visualize the cluster of each sample (see Figure 
III):

Figure III  K-means predictions and cluster distribution

	 Where “r._2, r._3, r._4, r._5, r._6, r._7, r._8, r._9, r._10” represent respectively attributes 
of age, BMI, nMisc, location, temp, BPM, stress and BP attributes. While “clusterid” is 
the Kmeans cluster.

4.	 Finally we transmitted the results to the doctors who can visualize them in the mobile 
application:

Results can contain two possible values: “0” or “1” as presented in Table 7.
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Experiment results

As an example, all results presented in this section relied on results of real pregnant 
women that have our mobile application installed and get notifications on their state of 
pregnancy and how they are far from a spontaneous miscarriage (Figs. 7, 8, 9, 10, 11).

Performance and efficiency

With respect to the accuracy of the algorithm, the faster the model creation is, the faster 
the results are transferred to the user. So, the time required to build the model and the 
cluster distribution are important parameters during prediction outcomes. Table  8 
shows some parameters that we deduce during our analysis:

Clusters definition and distribution

After loading and parsing data, we use the Kmeans object to cluster the data into two 
clusters and build the predictive model based on the following predictive attributes: age, 
BMI, nMisc, location, temp, BPM, stress and BP. The number of desired clusters is passed 
to the algorithm. Results can be transmitted to the doctor who can monitor and track his 
patient easily to make a quick decision in case of an emergency.

Table 7  Description of clusters

Cluster Value Prediction result

Cluster 1 0 Miscarriage

Cluster 2 1 No miscarriage

Fig. 7  Screenshot of doctor’s result interface
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Kmeans scatter plot

From the plot presented in Fig. 12, we can see that “feature3”, “feature4”, “feature5”, “fea-
ture6”, “feature7”, “feature8” and “feature9” (described in Table 9) are the most represent-
ative attributes in clustering data because of many reasons:

Fig. 8  Screenshot of doctor’s patient list

Fig. 9  Screenshot of patient’s recommendations
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•	 The pregnant woman can do many types of activities during the day,
•	 She can go to different places during the day,
•	 Her body temperature can increase or decrease,
•	 HRV can increase or decrease, so do stress and blood pressure values.

Fig. 10  Screenshot of activity’s recommendations

Fig. 11  Kmeans scatter plot
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•	 The body of pregnant woman evolves during pregnancy; she can lose or take weight. 
So BMI indicator changes also even if it is not a representative feature in this case, 
but it showed his effectiveness in a previous experience.

Variations of each attribute are presented in Table 10.

Table 8  Performance of k-means algorithm

Parameters Value (s)

Time to build model 0.51

Centers definition 0.30

Cluster distribution 0.60

Model evaluation 0.19

Fig. 12  Scatter plot of Kmeans clustering with relationship of features

Table 9  Features summary

a  The average of all values of features
b  The amount of variation or dispersion of the set of data values
c  The minimum of all features
d  The maximum of all features

Summary Features

Feature 0 Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 Feature 7 Feature 8

Meana 25 19.84 2.0 2.51 1.44 36.0 128.04 1.21 1.51

Stddevb 0.0 0.0 0.0 1.11 1.07 1.25 58.08 1.14 1.11

Minimumc 25 19.84 2 1 0 28.0 43 1 1

Maximumd 25 19.84 2 4 4 40.0 238 3 3
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Typically, all those attributes are collected by sensors and mobile phone application in 
real time. Other features remain strong risk factors and more representative as it is bet-
ter seen in Fig. 13. The smooth orange lines presented through the scatter plot help to 
see the degree of relationship between variables and foresee trends.

The understanding of the scatter plot can be confusing and pretty straightforward. 
Each row, in this case, that is each value of feature is represented by each circle (blue or 
orange) on the two dimensional space with X axis and Y axis. Values represented in each 
side of the plot try to express as much of the original information data; gathered from 
healthcare sensors and mobile phones; that is expressed by nine attributes that represent 
risk factors of miscarriage in the dataset.

If we consider for example, feature 7 (Stress) and feature 8 (BP): we find that orange 
points and blue points form two clusters: either one on the left and another on the right, 
or one on the bottom and another on the top. The left and bottom cluster is of features 
that tend to be low in terms of value of heart rate, activity, stress, temperature, BMI, age, 
location, BP, and nMisc; while the right and top cluster is of features that tend to be high 
of value of features.

Evaluation and validation

Evaluation using a random K

Minimizing the sum of squares of distance among the points of each group (the squared 
Euclidean distance) is the aim of Kmeans algorithm. Once we get prediction results, it 
remains important to evaluate the obtained model and check whether the model is rep-
resentative of the data.

Table 10  Features meaning

Features Feature 
0

Feature 
1

Feature 
2

Feature 
3

Feature 
4

Feature 
5

Feature 
6

Feature 
7

Feature 8
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0

0.5

1

1.5

2

2.5

1 2 3 4

To
ta

l W
ith

in
 S

um
 o

f S
qu

ar
e 

(W
SS

)
Th

ou
sa

nd
s

Number of clusters

Elbow Method

Fig. 13  Elbow method plot
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KMeansModel Objects present clusters and we chose a “K” value of 2. To, check if our 
proposition of this value of “K” is appropriate or not, we called the Within Set Sum of 
Squared Errors (WSSSE) [32]. It represents the Kmeans clustering metric for evaluating 
KMeansModel and is the sum of the distances of each observation in each “K” partition. 
In principle, we get better results when “K” gets higher because we reduce the squared 
error. But a higher value of K may not produce useful and meaningful clusters.

Table 11 presents different cases of “K” value and the corresponding value of WSSSE 
we get.

Choosing a “K” value of 1 is not appropriate since the goal of our study is to cluster 
our data in different groups of objects. We should also look at where we start getting lots 
of small and meaningless clusters with small value of WSSSE. 3 as value of “K” split our 
dataset into three categories; with the lowest value of WSSSE 546.35 reduced by around 
75% from the previous case. It means that the doctor will receive three different results 
about a patient while our need is just to know if a woman has more probability to have 
miscarriage or not to give him the opportunity to take the right decision.

So, the best value of “K” we may choose is 2. The WSSSE of our randomly choice of “K” 
is 978.24; error was reduced by around 55% compared to the results obtained previously 
with 1 value of “K”. This is a good result in the case of miscarriage prediction since we 
need two meaningful clusters with the lowest value of WSSSE possible.

Clustering validation metrics

Evaluation step is not enough to validate the model. To make sure that our choice in 
terms of number of clusters and machine learning algorithm, it is necessary to validate 
the quality of the result after clustering our data. Many varieties of measures have been 
proposed in literature for evaluating clustering predicting results. We can categorize 
those clustering validation statistics into three main categories [33–35]:

1.	 Relative clustering validation (RCV): it evaluates the clustering structure. It is gener-
ally used to determine the optimal number of K. In this validation type, we used the 
Elbow method.

2.	 Internal clustering validation (ICV): this validation uses the internal information of 
the clustering process to evaluate the goodness of a clustering structure without ref-
erence to external information. In this validation type we used the Silhouette index.

3.	 External clustering validation (ECV): it is used when comparing results of a cluster 
analysis to an externally known result. In our case, we didn’t use this type of valida-
tion because all miscarriage prediction found in literature; as we presented in the 
“Introduction” section; are based on data from images, echography’s and consulta-

Table 11  Value of WSSSE of different value of “K”

“K” WSSSE

1 2000.05

2 0978.24

3 0546.35
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tions. While, our predications are based on real time world data to make predictions. 
ECV can be done; in probable future works; by selecting the right clustering algo-
rithm for a specific dataset.

i. Relative clustering validation (RCV): elbow method
The basic theory of clustering methods remains on defining clusters such that the total 

intra-cluster variation/or total within-cluster sum of square (WSS) is minimized. The 
total WSS measures the compactness and efficiency of the clustering and we want it to 
be as small as possible.

Elbow analysis
The Elbow method looks at the total WSS as a function of the number of clusters. We 
should choose a number of clusters so that adding another cluster doesn’t improve much 
better the total WSS. The optimal number of cluster is defined by the following process:

1.	 We compute clustering algorithm for different values of k (e.g.: from 1 to 4).
2.	 For each k, we calculate the WSS.
3.	 Display a plot of WSS according to the number of clusters k.
4.	 The location of a bend (knee) in the plot is considered as a strong indicator of the 

appropriate number of clusters.

Elbow results
To display results presented in Fig. 13 and obtained by the Elbow method to see the opti-
mal number of cluster we used the function “fviz_nbclust”:

From the plot illustrated in Fig. 13, we can notice that the Elbow method suggest 2 as 
value of K; which is a good indicator of the reliability of results obtained in our study.

ii. Internal clustering validation (RCV): Silhouette method
In general, internal validation measures evaluate the connectedness, the compactness 
and the separation of the different cluster partitions. In fact, through this type of valida-
tion, we evaluate:

•	 How close are the objects within the same cluster? A lower variation of within-clus-
ter is a good indicator of a good compactness and good clustering.

•	 How well a cluster is separated from other clusters?

Generally, most of indexes used in internal validation combine both compactness and 
separation metrics as follows:

where α and β are weights.

fviz_nbclust
(

df , kmeans, method = “wss"
)

+ geom_vline
(

xintercept = 4, linetype = 2
)

+ labs
(

subtitle = “Elbow method′′
)

Index =
α ∗ Separation

β ∗ Compactness
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Silhouette analysis
Silhouette analysis  measures how well an observation is clustered and it estimates 
the  average distance between clusters. The silhouette plot displays a measure of how 
close each point in one cluster is to points in the neighboring clusters. For each observa-
tion i, the silhouette width Si is calculated as follows:

1.	 For each observation  i, we calculate the average dissimilarity  ai  between  i  and all 
other points of the cluster to which i belongs.

2.	 For all other clusters  C, to which i does not belong, we calculate the average dis-
similarity d(i,C) of  i  to all observations of C. The smallest of these d(i,C) is defined 
as  bi  =   minC d(i,C). In fact, we can say that the value of  bi is the dissimilarity 
between i and its “neighbor” cluster.

3.	 Finally, the  silhouette width  of the observation  i  is calculated by the formula and 
ranges between − 1 and 1:

Silhouette results
To display results presented in Fig.  14 obtained by the Silhouette method to validate 
clusters, we can use either the function “fviz_silhouette” or the function fviz_nbclust:

# silhouette Method using fviz_nbclust
fviz_nbclust(df, kmeans, method = ”silhouette”) + labs(subtitle = ”Silhouette method”)
# silhouette Method using fviz_ silhouette
fviz_silhouette(silhouette) # data visualization using library(factoextra)
si.sum < - summary(silhouette) #Summary of silhouette analysis
si.sum$clus.avg.widths # Average silhouette width of each cluster

S0 =
(bi − ai)

max(ai, bi)
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We can categorize results of Si values found by the Silhouette method into three main 
groups:

•	 Si is almost 1: observations are very well clustered (K = 2, Si = 0.95).
•	 Si is around 0: the clustering configuration may have too many or too few clusters 

(K = 3, Si = 0.36) or objects are not very well matched to their own cluster (K = 1, 
Si = 0.51).

•	 Si is negative: Observations are probably placed in the wrong cluster.

From the plot in Fig. 14, we can observe that with 2 value of K, we reach the highest 
silhouette width (0.95 “almost 1”). It means that observations are very well clustered: 
every object is well matched to its own cluster (cohesion) and poorly matched to neigh-
boring clusters (separation).

For both Elbow method and silhouette method, some required packages have to be 
loaded and installed before running methods: library (factoextra), library (cluster), 
library (fpc) and library (NbClust.

Conclusions
The main contribution of our work is the creation of an e-monitoring miscarriage pre-
diction system using big data tools, data mining techniques and real data. Through this 
paper, we propose an implementation of a miscarriage prediction system over real time 
data gathered from mobile application and healthcare sensors. Reality mining shows its 
power in collecting information about individuals to predict outcomes and save lives; 
while predictive analytics proves its performance in analysis and prediction phases of 
prediction process.

In predictive studies, the main goal is having accurate results. And especially in health-
care field; it is critical because peoples’ lives depend on prediction’s result. Also; the use 
of both machine learning algorithms and statistical analytics makes our proposed sys-
tem more performant by proposing good predictive results.

The experimental results show that K-means algorithm gives good results in cluster-
ing the data. In unsupervised learning, it is difficult to get a result that is 100% accurate 
because real data is rarely that simple. It is also not easy to choose the right number of 
clusters. For this, and evaluation and validation are conducted to prove the reliability 
of predictive results. In fact, 9 risk factors contribute vastly in the prediction process 
from the extraction of data to the validation of the model, the Elbow method asserts that 
the optimal number of cluster is 2; which matches with the random number of cluster 
we used and evaluated. Also, we achieve a higher value (0, 95) of Silhouette width that 
validates the good matching between clusters and observations. The use of Spark, wear-
able sensors and the mobile application significantly improved the performance and the 
effectiveness of the proposed prediction system, especially in terms of processing time.
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