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Abstract 

Common indicator-based approaches to identifying careless and insufficient effort 
responding (C/IER) in survey data scan response vectors or timing data for aberrances, 
such as patterns signaling straight lining, multivariate outliers, or signals that respond-
ents rushed through the administered items. Each of these approaches is susceptible 
to unique types of misidentifications. We developed a C/IER indicator that requires 
agreement on C/IER identification from multiple behavioral sources, thereby alleviat-
ing the effect of each source’s standalone C/IER misidentifications and increasing 
the robustness of C/IER identification. To this end, we combined a response-pattern-
based multiple-hurdle approach with a recently developed screen-time-based mixture 
decomposition approach. In an application of the proposed multiple-source indicator 
to PISA 2022 field trial data we (a) showcase how the indicator hedges against (pre-
sumed) C/IER overidentification of its constituting components, (b) replicate asso-
ciations with commonly reported external correlates of C/IER, namely agreement 
with self-reported effort and C/IER position effects, and (c) employ the indicator 
to study the effects of changes of scale characteristics on C/IER occurrence. To this 
end, we leverage a large-scale survey experiment implemented in the PISA 2022 field 
trial and investigate the effects of using frequency instead of agreement scales as well 
as approximate instead of abstract frequency scale labels. We conclude that nei-
ther scale format manipulation has the potential to curb C/IER occurrence.

Keywords:  careless responding, screen times, Multiple-hurdle, Scale format

Introduction
Careless and insufficient effort responding (C/IER)—occurring when respondents do 
not invest effort into carefully evaluating and responding to survey content—poses a 
well-known threat to the quality of survey data. C/IER spans a wide range of behav-
ioral patterns—ranging from random responding (as in Fig.  1a) through marking 
distinct patterns such as straight (as in Fig.  1b) or diagonal lines (as in Fig.  1c) or 
alternating extreme pole responses (see Fig.  1d) to providing no response at all—
all of which result in response patterns that are unreflective of the constructs to be 
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measured and potentially introduce construct-irrelevant variability. As such, when 
left unconsidered, C/IER may heavily distort conclusions drawn from survey data 
(Huang et al., 2012; Woods, 2006; Schmitt & Stuits, 1985; DeSimone et al., 2018; Kam 
& Meyer, 2015).

So far, there is no consensus on how to best handle the occurrence of C/IER in sur-
vey data. Two general types of approaches can be distinguished. First, researchers may 
opt for survey designs that curb the occurrence of C/IER. For instance, in large-scale 
surveys, split questionnaire designs, also known as multiform designs, that administer 
only a fraction of the available items to each respondent (Graham et al., 1994) are rather 
common and aim to reduce respondent burden as one of the major drivers of C/IER 
(Krosnick, 1991). Second, researchers can employ post-hoc adjustments that scan avail-
able data for aberrances and subsequently either completely eliminate or downweigh 
response patterns presumably stemming from C/IER. Both types of approaches rely on 
valid and reliable C/IER measurement. For conducting investigations and accumulating 
knowledge on survey, scale, and item characteristics that foster or curb C/IER, valid C/
IER measures pose a key prerequisite. Likewise, when adjusting for C/IER when draw-
ing inferences on population-level parameters, the employed C/IER detection method 
should be as accurate as possible, neither leaving data contaminated with C/IER, nor 
discarding valid information stemming from attentive response behavior. This is because 
both types of misclassifications can potentially induce bias. Bias induced by leaving data 
contaminated is extensively documented (e.g., DeSimone et  al., 2018; Woods,  2006; 
Schmitt & Stuits, 1985). The effects of excluding valid, attentive data are less well stud-
ied. However, one can easily imagine scenarios where the exclusion of presumed C/IE 
responses leads to the systematic exclusion of specific sub-groups from the data (e.g., 
those with very high trait levels when respondents selecting solely the upper response 

Fig. 1  Schematic illustration of different careless and insufficient effort response patterns. The illustration is 
adapted from Ulitzsch et al. (2021b)
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option on a homogeneous scale are flagged). This, in turn, can result in bias of param-
eters of interest, e.g., correlation coefficients or group means.1

In the present study, we develop a C/IER indicator that requires agreement on C/IER 
identification from multiple behavioral sources, thereby balancing classification inaccura-
cies from each of its constituting components. In so doing, we aim to provide a tool that 
facilitates the improvement of both prevention and adjustment approaches to handling 
C/IER. We then apply the developed indicator to data from the Programme for Inter-
national Student Assessment (PISA) 2022 field trial, administering a lengthy question-
naire in a large, cross-cultural sample. The purpose of our application is twofold. First, 
we study and aim to replicate associations with commonly reported external correlates of 
C/IER using data with high ecological validity. Second, we use the developed indicator to 
leverage the unique opportunities provided by two large-scale survey experiments imple-
mented in the PISA 2022 field trial and evaluate whether different scale formats—namely 
(a) the use of frequency instead of agreement scales and (b) approximate versus abstract 
frequency scale labels—are associated with different risk of C/IER occurrence.

In what follows, we first briefly discuss the advantages and limitations of current C/
IER identification approaches. We highlight that different behavioral C/IER indicators 
possess different opportunities and pitfalls, and that their combination in an ensem-
ble approach may, therefore, facilitate more robust identification of C/IER. Second, we 
review research on survey and scale characteristics associated with the occurrence of C/
IER and delineate the need for a deeper understanding of scale design features associ-
ated with the occurrence of C/IER. In the main body of this study, we then address both 
issues by (a) developing an ensemble indicator of C/IER, (b) replicating associations of 
the proposed indicator with commonly reported external correlates of C/IER, and (c) 
employing the developed indicator to study the effects of changes of scale characteristics 
on the occurrence of C/IER.

Indicator‑based approaches for C/IER
C/IER identification approaches leverage response patterns and/or collateral behav-
ioral data such as information on timing or mouse movements. C/IER identification 
approaches have in common that they scan the employed data for aberrances, but dif-
fer in how these aberrances are conceptualized and identified. In the present study, we 
focus on indicator-based approaches, i.e., approaches that compress specific types of 
aberrances in response patterns and/or collateral behavioral data into C/IER indicators. 
These are widely applied in practice and used for both studying survey design character-
istics for informing C/IER prevention (e.g., Robie et al., 2022; Magraw-Mickelson et al., 
2020; Huang et  al., 2015; Nichols & Edlund, 2020; McKay et  al., 2018; Bowling et  al., 
2016; Galesic & Bosnjak, 2009; Ward & Meade, 2018) and C/IER adjustment in substan-
tive research, informing the exclusion or downweighting of presumed C/IER respond-
ents (see Smith et al., 2020; Landers et al., 2017; Hamari et al., 2019; Curry et al., 2019; 

1  We acknowledge that in the context of individual diagnostics, there may be applications where researchers may want 
to increase sensitivity at the cost of lowered specificity or vice versa. For instance, practitioners may want to have an 
individual re-take an assessment due to data validity concerns only in the case that there is very strong evidence that the 
individual engaged in C/IER. In this case, researchers may opt for an identification method with high specificity, poten-
tially at the cost of lowered sensitivity.



Page 4 of 30Ulitzsch et al. Large-scale Assessments in Education           (2024) 12:18 

Mitchell et al., 2015,  for recent examples from different social science disciplines).2 In 
the following, we will briefly discuss opportunities and pitfalls of both established and 
recently developed C/IER indicators and will delineate their potential sources of C/IER 
classification error.

Attention check, bogus, and instructional manipulation check items

A common technique for identifying C/IER is to administer attention check, instruc-
tional manipulation check, or bogus items. These are items that researchers presume 
attentive respondents will answer in the same way (Curran, 2016; Meade & Craig, 
2012, e.g., disagreement with “I have never brushed my teeth” or compliance with the 
prompt “Choose response option 5”). A response other than the expected one signals C/
IER. When employed for drawing inferences on C/IER contamination, the proportion of 
respondents who fail on these items is used as an estimate. When used for adjustment, 
failed respondents are eliminated from further analyses.

Advantages and limitations

Failure to pass attention check, instructional manipulation check, or bogus items con-
veys straightforward interpretation. The same, however, does not hold true for passing 
such items, which is often possible with a high chance level. As such, obtained estimates 
of C/IER proportions can be perceived as a lower bound, and data cleaned from C/IER 
are likely to still contain contaminated response patterns. Further, administering items 
with the sole purpose of measuring C/IER imposes additional burden on respondents. 
Attention check, instructional manipulation check, and bogus items pose obtrusive 
measures of C/IER, and extensive use might confuse attentive respondents (Meade & 
Craig, 2012). Hence, in a questionnaire, such items should be used judiciously. When 
the aim is to get a coarse estimate of how C/IER evolved across the questionnaire (as 
in  Bowling et  al.,  2009; Galesic & Bosnjak, 2020), this implies that C/IER contamina-
tion can only be inferred for the few positions of a questionnaire where attention check, 
instructional manipulation check, or bogus items have been administered.

Response‑pattern‑based indicators

Response-pattern-based indicators scan respondents’ response vectors for patterns 
arising from C/IER. Prominent examples are the long-string index as an indicator of 
response invariability, i.e., the longest sequence of subsequently occurring identical 
responses (Johnson, 2005), within-person correlations on psychometric synonym and/
or antonym item pairs as indicators of response inconsistency (Curran, 2016; Jackson, 
1976; Meade & Craig, 2012), Mahalanobis distance, aiming to detect outliers that devi-
ate from typical response patterns (Curran, 2016; Huang et al., 2012), or high propor-
tions of item omissions (Galesic & Bosnjak, 2009; Boe et al., 2002). Exhaustive overviews 

2  A second, just emerging class of approaches for identifying C/IER leverages item response theory (IRT) mixture mod-
eling (Arias et al., 2020; Ulitzsch et al., 2021b, 2023, 2022; van Laar & Braeken, 2022) These approaches assume observed 
item responses to stem from mixtures of C/IER and attentive responding and formulate different measurement models 
for either type of item response. Response times can be employed to facilitate the separation of attentive and C/IER 
classes. Due to their complexity, large computational footprint, and heavy constraints on employable analysis models for 
presumed attentive responses, however, these approaches have yet not been employed in applied settings.
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and discussions of other response-pattern-based indicators are given in Curran (2016), 
Meade & Craig (2012), and Niessen et al. (2016).

Typically, some threshold is set that encodes researchers’ beliefs on values signaling 
C/IER. Note that the validity of any response-pattern-based indicator drastically hinges 
on the chosen threshold, i.e., depending on the employed threshold, the same response-
pattern-based indicator can be an adequate tool for C/IER identification or essentially 
useless for this purpose. When employed for drawing inferences on the level of C/IER 
contamination, the proportion of respondents failing the set threshold is used as an esti-
mate. For C/IER adjustment, failed respondents are eliminated from further analyses.

Advantages and limitations

Response-pattern-based indicators are the most universally applicable C/IER identifica-
tion technique. They can be obtained unobtrusively and without changes to the survey 
design and do not require recording additional behavioral information such as tim-
ing data. They boast straightforward implementation and can easily be integrated with 
standard data pre-processing procedures.

A major limitation of response-pattern-based indicators is their sensitivity to thresh-
old settings. There are no globally applicable rules-of-thumb for these thresholds, as the 
distributions of the indicators for careless and attentive respondents are scale-specific 
(Curran, 2016), depending, for instance, on the similarity of the administered items 
in the case of the long-string index or the degree of normality in attentive and care-
less response distributions in the case of Mahalanobis distance. As such, any choice of 
threshold will ultimately remain arbitrary. What is more, for all indicators, distributions 
of attentive behavior and C/IER are likely to overlap; hence, misclassifications are inevi-
table. For instance, when items are homogeneous and worded in the same direction, a 
high value on the long-string index is plausible under attentive behavior and C/IER alike.

Further, response-pattern-based indicators are limited in that each indicator is sen-
sitive to a different aspect of C/IER, but may be insensitive to others. The long-string 
index, for instance, performs well in detecting straight lining (as in Fig.  1b), but fails 
to detect other forms of C/IER such as random responding or diagonal lining (as in 
Fig.  1c). Conversely, consistency indicators such as the within-person correlation on 
psychometric synonyms are insensitive to straight lining since this results in consistency 
of response patterns (Curran, 2016). Accordingly, when applied to both empirical and 
simulated data, different methods may disagree in their C/IER identification (Meade & 
Craig, 2012; Niessen et al., 2016). As a remedy for this issue, Curran (2016) suggested a 
multiple-hurdle approach. In this ensemble approach, information from multiple indica-
tors—ideally sensitive to different aspects of C/IER—is combined and respondents with 
extreme values on any of the considered indicators are flagged. Nevertheless, Ulitzsch 
et al. (2021b) illustrated that the multiple-hurdle approach, too, is highly contingent on 
the thresholds employed for each of its constituting components.

Timing‑based indicators

With the widespread use of computer-administered questionnaires, the time respond-
ents spent on each screen can easily be recorded. Approaches leveraging this additional 
source of behavioral information rest on the belief that C/IER is less time consuming 
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than attentive responding. Note that the majority of these approaches consider times 
spent on screens that jointly administer multiple items. Hence, as response-pattern-
based indicators, timing-based indicators are used to draw conclusions on C/IER occur-
rence in a group of items. While it is theoretically possible to reconstruct item-level 
response times for items administered on a joint screen using the time stamps of pro-
vided item responses (e.g. Kroehne et  al., 2019), this is hardly done in practice. First, 
standard data collection platforms typically do not provide time stamps of single item 
responses, and researchers need to write their own plug-ins to collect them. Second, 
and more importantly, even if time stamps are available, the reconstruction of item-level 
response times relies on strong assumptions of how respondents proceed through the 
items, e.g., that items are only read once a response to the precedingly answered item 
has been provided.

Threshold‑based techniques

A common method for compressing screen time information into a binary C/IER indi-
cator is to set a threshold based on an educated guess on the minimum amount of time 
required for providing attentive responses to the items of a given screen (e.g., 2  s per 
item, Huang et al., 2012; see Bowling et al., 2021, for investigations of the construct valid-
ity of this threshold) and classifying respondents falling below this threshold as careless.

Advantages and limitations  One of the major advantages of timing-based over 
response-pattern-based indicators is that these do not entail presumptions on the specific 
C/IER patterns. They further allow to incorporate subject-matter considerations on the 
minimal amount of time it requires to respond to an item in an attentive manner. Nev-
ertheless, as response-pattern-based indicators, traditional timing-based indicators are 
sensitive to the employed thresholds and prone to misclassifications whenever attentive 
and C/IER screen time distributions overlap.

Mixture modeling techniques

Recently, Ulitzsch et  al. (2024) provided a data-driven screen time decomposition 
approach that circumvents the setting of time thresholds. This approach draws on mix-
ture modeling to decompose log screen time distributions into several subcomponents, 
out of which the subcomponent with the lowest mean is assumed to stem from C/IER. 
The mixing proportion of the C/IER subcomponent is used as an estimate of the C/IER 
contamination rate. For adjustment, Ulitzsch et al. (2024) proposed to obtain posterior 
C/IER class probabilities for each respondent and use their negations as person weights 
in the subsequent analysis of response patterns. Effectively, this procedure downweighs 
response patterns according to their presumed probability of stemming from C/IER. 
Note that in contrast to other indicator-based approaches, the screen decomposition 
approach provides a probabilistic instead of a binary C/IER indicator.

Advantages and limitations  The screen time decomposition approach overcomes 
major limitations of threshold-based techniques. This comes, however, at the price of 
strong distributional assumptions. The screen time decomposition approach rests on the 
assumption that log screen times factorize into normally distributed subcomponents. 
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Ulitzsch et al. (2024) and Ulitzsch et al. (2023) illustrated that violations of this assump-
tion may heavily distort conclusions on C/IER and, as a consequence, C/IER adjustment. 
For instance, in the extreme case that there is no C/IER in the data, but the attentive dis-
tribution is heavy-tailed, the mixture decomposition will likely capture this heavy-tailed-
ness in terms of two normal distributions with almost equal means but different variances 
(see Ulitzsch, Domingue, et al., 2023, for further illustrations and evaluations). Then, the 
component with the lower mean will be artefactually labeled as C/IER. Further, whenever 
there are at least two subcomponents, the screen time decomposition approach relies on 
the strong assumption that there is one and only one C/IER component. Both the absence 
of C/IER in the face of multiple attentive components as well as the presence of multiple 
C/IER subcomponents pose plausible violations of this assumption.

Of course, it can never be determined with certainty whether short screen times 
indeed stem from C/IER or are reflective of other phenomena. The distance-difficulty 
hypothesis, for instance, states that respondents being very sure of their answers may be 
able to provide their responses faster (Ferrando & Lorenzo-Seva, 2007). Neither thresh-
old-based techniques nor the mixture decomposition approach is capable of disentan-
gling these phenomena.3

Scale characteristics and prevalence of C/IER
Research on the association between survey design features and C/IER occurrence has 
primarily focused on characteristics of the survey as a whole—such as survey mode 
(Magraw-Mickelson et al., 2020; Bowling et al., 2020), questionnaire length (Gibson & 
Bowling, 2019; Galesic & Bosnjak, 2009; Eisele et  al., 2022), or instructions (Marshall, 
2019; Ward et al., 2018). Research on less aggregate features (i.e., on the item or scale 
level), in contrast, is scarce and has predominantly focused on position effects. The 
position effect describes the phenomenon that items and scales administered at later 
positions are more affected by C/IER and is one of the best-documented effects in the 
literature on C/IER occurrence. It has been reported for various types of surveys—rang-
ing from paper-and-pencil questionnaires through online studies to educational large-
scale assessment background questionnaires—and has been identified based on a broad 
array of C/IER detection methods—ranging from self reports and bogus items through 
classical pattern-based indicators to mixture item response theory (IRT) modeling 
approaches (Ulitzsch et  al., 2022, 2024; Berry et  al., 1992; Baer et  al., 1997; Galesic & 
Bosnjak, 2009; Bowling et al., 2020).

A straightforward way to avoid C/IER due to item position effects is to administer 
shorter questionnaires. Shortening questionnaires to avoid C/IER occurrence, however, 
imposes heavy constraints on planned research designs. Hence, expanded knowledge 
on scale characteristics associated with the occurrence of C/IER that can be leveraged 
with more minimal interference with planned research designs is urgently needed. A 
prominent set of scale features that can easily be adapted without severe interference 
with planned research designs is the scale format as characterized, e.g., by the number of 

3  Ulitzsch et al. (2021b) developed a mixture IRT model incorporating item-level response times that takes such com-
plexities in the identification of C/IER into account. Due to the model’s complexity and the common unavailability of 
item-level response times, however, this model is of limited practicability for large-scale survey settings.
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response categories, response category labels, or the use of frequency instead of agree-
ment scales. It is well documented that different response formats provide data of dif-
ferent quality and exhibit different psychometric properties (see DeCastellarnau, 2018, 
for an overview). Further, from the response bias literature on mid-point, extreme, and 
acquiescent response styles, it is known that the extent to which scales and items are 
affected by response styles is related to rating scale format (e.g. Weijters et  al., 2010; 
Deng & Bolt, 2016; Moors et al., 2014; Kieruj & Moors, 2013; Hui & Triandis, 1989; Hen-
ninger & Meiser, 2020). Little is known, in contrast, on whether manipulations of scale 
format can be leveraged to curb the occurrence of C/IER (see Robie et al., 2022, for a 
recent exception studying the effect of response option order.) It can, however, be specu-
lated that different scale formats differ in the extent to which they scaffold and guide 
respondents’ retrieval of relevant information and/or the process of mapping one’s judg-
ment onto an adequate response option (see Tourangeau et al., 2000; Krosnick, 1991, for 
discussions and cognitive theory of survey response processes), thus, in the imposed 
cognitive burden and, as a consequence in the extent to which C/IER is elicited.

To start filling this gap and provide practical guidance for questionnaire design for 
large-scale surveys, in the present study, we leverage a large-scale survey experiment 
implemented in the PISA 2022 field trial and investigate whether (a) the use of frequency 
instead of agreement scales and (b) the of use approximate instead of abstract frequency 
scale labels are associated with different risks of C/IER occurrence. It may be speculated 
that both manipulations hold the potential to scaffold the response process by making it 
easier for respondents to map the item’s statements and response options to their daily 
experiences. This, in turn, could lower cognitive burden and, consequently, C/IER.

The present study
The objective of the present study comprises three parts. First, we aim to develop a 
robust C/IER indicator that requires agreement on C/IER identification from multiple 
behavioral sources, thereby alleviating the effects of each source’s standalone C/IER 
misidentifications.

Second, we study associations between the developed indicator and commonly 
reported external correlates of C/IER and investigate whether we can replicate (a) con-
vergence between C/IER identified based on behavioral data and self-reported effort 
(Meade & Craig, 2012; Douglas et al., 2023) and (b) the position effect of C/IER (Ulitzsch 
et  al., 2022, 2024; Berry et  al., 1992; Baer et  al., 1997; Galesic & Bosnjak, 2009; Bowl-
ing et  al., 2020). Findings aligning with these expectations will not indicate that the 
proposed indicator provides more valid C/IER detection than previously developed 
techniques. Failure to replicate these effects, however, may give rise to the suspicion that 
the proposed combination of previously developed indicators results in less trustworthy 
C/IER detection.

Third, we use the developed indicator to investigate the effect of changes in scale 
format characteristics on the occurrence of C/IER. We focus on two aspects of scale 
format—frequency instead of agreement scales and approximate instead of abstract 
labeling of frequency-type scales—and investigate their effects on C/IER contamination 
risk through the following explorations 
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E1	� (a) Does the occurrence of C/IER differ for scales with agreement and frequency 
formats and (b) do potential effects appear consistently across country and econ-
omy groups?

E2	� (a) Does the occurrence of C/IER on scales with frequency formats differ for 
abstract and approximate frequency labels and (b) do potential effects appear 
consistently across country and economy groups?

Data
We based our analyses on data from the computer-administered PISA 2022 field trial 
student questionnaire. In total, the data set comprised item responses and screen times 
from 206,153 students from 75 country and economy groups, with group-level sample 
size ranging from 309 to 7,140. Students were administered one of two booklets com-
prising different sets of scales. To further reduce respondent burden, the PISA 2022 field 
trial student questionnaire implemented an incomplete block design for longer scales 
(i.e., each student received only a fraction of the scale’s items). Although many scales 
contained items with both negative and positive wording, due to the incomplete block 
design, not all respondents were administered items with different wording for the same 
scale. Each scale was administered on a separate screen. We focused our analyses on 
scales with a closed response format, at least two response options, and at least three 
items, and analyzed only scales that were common to all groups. This resulted in 31 and 
33 scales from booklet 1 and 2, respectively. For booklet 1, students were administered 
5 items for 72% of the considered scales; 5% of the scales contained 6 to 8 items, and the 
remaining scales comprised 3 or 4 items. For booklet 2, students were administered 5 
items for 73% of the considered scales. The remaining scales comprised 3 or 4 items.

For booklet 1, the median time per item was 1.92 s with an interquartile range of [1.82; 
2.10]. For booklet 2, the median time per item was 1.95 s with an interquartile range of 
[1.83; 2.10]. However, as evidenced in Fig. 2, median time per item considerably varied 
across groups and, even more so, across scales.4

As a measure of test-taking effort, we considered the third item of the PISA scale 
on effort on the achievement test and questionnaire, which asks students to gauge 
the amount of effort they put into giving accurate answers on the questionnaire on a 
10-point scale.

The PISA 2022 field trial implemented two experimental manipulations of scale for-
mats. The original purpose of the manipulations was to investigate whether these could 
improve cross-country comparability. In booklet 1, 10 scales concerning general social 
and emotional characteristics (such as assertiveness, cooperation, perseverance, and 
trust) were administered either with a standard agreement-type scale or asked students 
to recall the frequency with which they felt, thought, or acted in specific ways. Both 
scale formats were implemented with five response options but different labels. That 
is, for the same statement (e.g., “I believe most people are kind” for measuring trust) 
response options were either labeled using agreement (“strongly disagree”, “disagree”, 

4  The two screens with markedly increased median times per item administered scales measuring bullying (booklet 1; 
stem: “During the past 12 months, how often have you had the following experiences in school?”) and familiarity with 
mathematical concepts (booklet 2; stem: “Thinking about mathematical concepts: how familiar are you with the follow-
ing terms?”).
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“neither agree nor disagree”, “agree”, “strongly agree”) or frequency (“never or almost 
never”, “less than half of the time”, “about half of the time”, “more than half of the time”, 
“all or almost all of the time”) labels. In booklet 2, six frequency-based scales concerning 
exposure to mathematics content and mathematics teacher behavior (e.g., “The teacher 
pointed out mistakes in my mathematics work” for measuring teacher feedback) were 
either administered with abstract response anchors used in previous PISA cycles (e.g., 
“never”, “rarely”, “sometimes”, “frequently”) or concrete response anchors (e.g., “never or 
almost never”, “about once or twice a year”, “about once or twice a month”, “about once or 
twice a week”, “every day or almost every day”).

Analysis strategy
Part I: Developing a multiple‑source indicator of C/IER

The proposed multiple-source indicator is rooted in the rationale that behavioral indica-
tors of C/IER stemming from multiple sources—more specifically, response patterns and 
screen times—should agree in the identification of C/IER, thereby increasing robustness 
against misclassifications based on each of the behavioral sources alone. To this end, we 
combine the response-pattern-based multiple-hurdle approach suggested by Curran 
(2016) with the screen-time-based decomposition approach proposed in Ulitzsch et al. 
(2024).

Fig. 2  Screen-by-group-level median time per item plotted against screen position. Note that only scales 
with a closed response format, at least two response options, and at least three items were analyzed and that 
each scale was administered on a separate screen
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Response‑pattern‑based component

The multiple-hurdle approach by Curran (2016) can be formalized by associating with 
each response vector xis of person i ∈ {1, . . . ,N } , on scale s ∈ {1, . . . , S} , a set of indi-
cator functions I(xis) . Each indicator function Ij(xis) , j ∈ {1, . . . , J } , stores information 
on whether or not response pattern xis is classified as C/IER using a specific response-
pattern-based indicator. In the present study, we consider J = 3 response-pattern-based 
indicators of C/IER. The first indicator function I1(xis) encodes C/IER classification 
based on the proportion of item omissions and takes the value 1 if person i omitted all 
Ks items of scale s and is 0 otherwise. The second indicator function I2(xis) is based on 
the long-string index and takes the value 1 if this index equals Ks and is 0 otherwise (i.e., 
in the case respondent i chose the same response option on all Ks items of scale s). The 
third indicator function I3(xis) is based on Mahalanobis distance and takes the value 1 if 
respondent i’s squared Mahalanobis distance for scale s exceeds the 99th quantile of the 
χ2 distribution with Ks degrees of freedom and is 0 otherwise. We combine these indica-
tor functions into a response-pattern-based multiple-hurdle indicator of C/IER dMH

is  as 
follows

That is, given a response pattern xis , dMH
is  evaluates to 1 if at least one of the J indicator 

functions evaluates to 1 and is 0 otherwise.5 The hope in combining different response-
pattern-based indicators is that false negatives due to single indicators’ lack of sensitivity 
to some aspects of C/IER are avoided by balancing these sensitivities to different behav-
ioral aspects in a carefully chosen ensemble of indicators.

Screen‑time‑based component

In the screen time decomposition approach, for each screen s, screen times are decom-
posed into Cs subcomponents by means of Gaussian mixture models. The number of 
components is determined using the Bayesian information criterion (BIC). To ease the 
interpretation of C/IER screen time means and accommodate the fact that due to the 
incomplete block design respondents may have been administered different numbers of 
items, following Ulitzsch et al. (2024), we considered the geometric mean time averaged 
across the number of items presented on the given screen. That is, the screen time stis 
respondent i spent on screen s is transformed as st

1
Ks
is  . We denote the geometric mean 

time per item of respondent i for screen s with tis . Transformed screen times from sub-
component cs ∈ {1, . . . ,Cs} are assumed to be distributed as

with zis ∈ {1, . . . ,Cs} denoting respondent i’s unobserved component membership, and 
µcs and σ 2

cs
 giving the subcomponent’s mean and variance. Then, the marginal distribu-

tion of ln(tis) is

(1)dMH
is =

{

1 if
∑J

j=1 Ij(xis) ≥ 1

0 otherwise.

(2)ln(tis|zis = cs) ∼ N (µcs , σ
2
cs
),

5  Note that the construction of this indicator slightly differs from the multiple-hurdle approach by Curran (2016) where 
data are screened sequentially with different indicators.
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where πcs = p(zis = cs) denotes the mixture proportion for component cs.
In the case that at least two components are obtained (i.e., Cs ≥ 2 ), the component 

with the lowest mean is assumed to comprise of screen times associated with C/IER and 
labeled accordingly, that is

The mixture proportion associated with the lowest mean πC/IER
s  is assumed to give the 

respondent-level proportion of C/IER on the considered screen. The remaining compo-
nents are assumed to stem from attentive responding. Posterior C/IER class probabili-
ties πC/IER

is = p(zis = cC/IERs | ln(tis)) are determined for each respondent and employed 
as a probabilistic C/IER indicator. Following Ulitzsch et al. (2024), to avoid screen time 
decompositions that reflect differences in language-specific time requirements rather 
than differences in response processes, we analyzed screen times separately for each 
group.

Multiple‑source indicator

For obtaining the proposed multiple-source indicator of C/IER qis , we enrich the infor-
mation on aberrances in response patterns contained in dMH

is  with information on aber-
rances in screen times contained in posterior C/IER class probabilities πC/IER

is  as

The indicator combines two common assumptions that are tacitly made in most of the 
literature on C/IER identification, namely that (a) C/IER results in response patterns 
exhibiting “peculiarities” that can be picked up by different response-pattern-based indi-
cators and that (b) on average, producing these patterns requires less time than gener-
ating attentive responses. An indicator that is sensitive to both constituting aspects of 
this conceptualization of C/IER requires taking information from different behavioral 
sources into account, namely timing and response-pattern data. The indicator qis signals 
C/IER to the extent of evidence that both assumptions are met.

The multiple-source indicator qis can be understood as the probability that respond-
ent i exhibited C/IER on screen s—given the information and classification decisions 
encoded in πC/IER

is  and dMH
is  . Multiplying πC/IER

is  with dMH
is  ensures that qis stores informa-

tion on the agreement in C/IER classification of the multiple-hurdle and the screen time 
decomposition approach. As such, qis will take high values only in the case that both 
response patterns and screen times exhibit aberrances pointing towards C/IER. If πC/IER

is  
and dMH

is  disagree on whether or not respondent i displayed C/IER on scale s, qis will take 
values equal or close to 0. The hope in requiring agreement between πC/IER

is  and dMH
is  is 

that this will dampen the impact of false positives of each of qis ’s constituting compo-
nents, i.e. that it will buffer the impact of threshold settings required for implement-
ing the multiple-hurdle approach and alleviate the consequences of false C/IER labels of 
the screen time decomposition approach. For instance, if the screen time decomposition 

(3)f (ln(tis)) =
Cs
∑

cs=1

πcs

1

σcs

√
2π

exp

(

−
1

2

(

ln(tis)− µcs

σcs

)2
)

,

(4)cC/IERs = argmin
cs ∈{1,...,Cs}

µcs .

(5)qis = dMH
is πC/IER

is .
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approach attributes a respondent’s screen time to C/IER with a high probability but 
his or her response pattern does not indicate any aberrances (i.e., dMH

is = 0 ), this may 
indicate a false C/IER label obtained from the screen time decompostion approach and, 
as such, untrustworthiness of πC/IER

is  . In this case, qis will correspond to 0. Likewise, a 
respondent choosing the same response option on all items on a given screen will always 
be classified as C/IER by dMH

is  (given that the long-string index is considered in its con-
struction). If this response pattern occurred due to behavior other than C/IER (which is 
a plausible alternative explanation in the case of, say, homogeneous items worded in the 
same direction), the respondent’s time spent on screen should align with what would 
typically be expected for attentive respondents. This information is encoded in πC/IER

is  
close to zero (given that attentive components are correctly labeled), which, as a conse-
quence, will shrink the impact of dMH

is  toward zero in the construction of qis.
In Part I of our analyses, we provide intuition for the proposed multiple-source indica-

tor by (a) contrasting conclusions on the occurrence of C/IER drawn from q and each of 
its constituting components and (b) inspecting correlations of q with each of its compo-
nents to understand the contribution of each of these to the multi-source detection of C/
IER. Further, we (c) illustrate its robustness against too liberal thresholds by exemplary 
implementing a more liberal threshold for Mahalanobis distance in the construction of 
I3(xis) , setting the cut-off for the squared Mahalanobis distance at the 95th instead of the 
99th quantile of the χ2 distribution with Ks degrees of freedom. Finally, we (d) explore 
presumed prevention of false C/IER labels by investigating selected cases of disagree-
ment between q’s constituting components and (e) explore potential sources of false C/
IER labels by investigating selected counter-intuitive spikes in C/IER trajectories across 
the PISA field trial questionnaire.

Part II: Investigating associations with external correlates

Relating C/IER to self‑reported effort

We investigated within-group correlations between respondents’ q values averaged 
across all considered scales and their self-reported effort. Analyses were conducted sep-
arately by booklet.

Relating C/IER to scale position

Following Ulitzsch et al. (2024), we analyzed the relationship between scale position and 
the (presumed) occurrence of C/IER on the scale-by-group level using Beta regression, 
which is well suited for proportion data.6 Analyses were conducted separately by book-
let. To accommodate the nesting of scales within groups and account for group-specific 
baseline propensities to show C/IER, we ran a hierarchical random intercept model with 
the average qsg on screen s in group g ∈ {1, . . . ,G} being modeled as

(6)qsg ∼ beta(µsgφ, (1− µsg )φ) where µsg =
exp(β0g + β1xs)

1+ exp(β0g + β1xs)
.

6  We employed scale position in the full questionnaire (all routes included) as a proxy, but note that due to the routing, 
data from each scale comprised data from respondents who have been administered the respective scale at different 
positions.
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The parameter β0g gives the group-specific intercept, β1 denotes the fixed regression 
weight for the scale’s position xs , and φ is a precision parameter. Group-specific inter-
cepts are assumed to be normally distributed with N (µβ0 , σβ0) . For diffuse prior set-
tings, we adhered to the set-up employed in Ulitzsch et al. (2024). We employed diffuse 
normal priors with mean 0 and standard deviation 10 for the average intercept µβ0 and 
the fixed regression weight β1 . The standard deviation of the random intercept σβ0 and 
the precision parameter φ were equipped with half-Cauchy priors with location 0 and 
scale 5.

Bayesian estimation of the Beta regression was conducted using Stan version 2.19 
(Carpenter et al., 2017) employing the rstan package version 2.19.3 (Guo et al., 2018). 
We ran two Markov chain Monte Carlo (MCMC) chains with 10,000 iterations each, 
using the first half as warm-up. The sampling procedure was assessed on the basis 
of potential scale reduction factor (PSRF) values, with PSRF values below 1.05 for 
all parameters being considered as satisfactory (Gelman & Rubin, 1992; Gelman & 
Shirley, 2011). We further inspected the effective sample size (ESS) for all parameters, 
considering an ESS above 400 sufficient to accurately summarize the posterior dis-
tribution (Hoff, 2009). We employed the posterior mean (EAP) as a Bayesian point 
estimate.

Part III: Investigating the effect of scale format on C/IER

For the experimentally manipulated scales, we compared pairs of multiple-source-
indicator-implied scale-by-group C/IER proportions across different scale formats. 
To this end, we first computed the difference between group-level C/IER propor-
tions on scale s administered with different scale formats as πC/IER

s1g − πC/IER
s2g  . For the 

experimental manipulation implemented in booklet 1, pairs comprised agreement 
( πC/IER

s1g  ) and frequency ( πC/IER
s2g  ) scale formats. For the experimental manipulation 

implemented in booklet 2, pairs comprised frequency scales with abstract ( πC/IER
s1g  ) 

and approximate ( πC/IER
s2g  ) frequency labels. To test the null that πC/IER

s1g − πC/IER
s2g = 0 , 

we obtained standard errors for differences in C/IER proportions as

where Ns1g and Ns2g denote the number of respondents administered scale format 1 and 
2, respectively, and

gives the pooled estimate of the sample C/IER proportion. Using the test statistic

we tested each group-by-scale difference for significance with a .05 confidence level.

(7)SEsg =

√

√

√

√

πC/IER
sg

(

1− πC/IER
sg

)

Ns1g
+

πC/IER
sg

(

1− πC/IER
sg

)

Ns2g
,

(8)πC/IER
sg =

πC/IER
s1g Ns1g + πC/IER

s2g Ns2g

Ns1g + Ns2g

(9)z =
πC/IER
s1g − πC/IER

s2g

SEsg
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Results
Part I: Developing a multiple‑source indicator of C/IER

Figure  3 displays group-by-screen-level C/IER proportions plotted against screen 
position for both booklets. For both booklets, median C/IER proportions oscillated 
around  .05, with a slight increase with later scale positions. Scale position effects are 
explored in greater detail in Part II.

Contrasting C/IER proportions implied by multiple‑source and single‑source indicators

We first contrast conclusions on the overall occurrence of C/IER implied by the multi-
ple-source indicator q against C/IER occurrence implied by q’s constituting components. 
In the diagonal, Table  1 displays medians and interquartile ranges of scale-by-group 
C/IER proportions separately for each booklet implied by different C/IER indicators. 
Median C/IER proportions implied by q’s constituting components ranged from  .04 
to .11 in booklet 1 and from .04 to .20 in booklet 2. Low correlations between the major-
ity of dMH ’s constituting components suggest that different response-pattern-based indi-
cators flagged different respondents. This is not surprising, given that each indicator is 
sensitive to different behavioral aspects of C/IER. Note that both I2 and I3 evaluate to 0 
when all item responses are missing, and I1 evaluates to 0 when I2 and I3 can meaning-
fully be obtained.

Fig. 3  Multiple-source-indicator-implied group-by-screen-level C/IER proportions plotted against screen 
position. Note that only scales with a closed response format, at least two response options, and at least three 
items were analyzed and that each scale was administered on a separate screen
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Investigating the contribution of single indicators to multiple‑source detection of C/IER

Inspecting the correlations between q and each of its constituting components displayed 
in Table  1 supports understanding the contribution of each of these to the multiple-
source detection of C/IER. For both booklets, I1 (omitting all items) and posterior C/
IER class probabilities πC/IER obtained from the screen time decomposition approach 
exhibited the by far strongest correlations with q, indicating (a) that respondents identi-
fied as displaying C/IER oftentimes tended to omit all items administered, (b) that in 
the case that dMH evaluated to 1 because of omission behavior, agreement between dMH 
and πC/IER tended to be high (i.e., respondents omitting all items tended to have high 
posterior C/IER class probabilities), and (c) that aberrant screen times as identified by 
the screen time decomposition oftentimes were accompanied by aberrances in response 
patterns as detected by dMH.

The low correlations of q with I2 (choosing the same response option on all items 
administered) and I3 (outlier detection based on Mahalanobis distance) indicate that 
the detected aberrances in response patterns were oftentimes not accompanied by 

Table 1  Median C/IER proportions across scale-by-group combinations implied by and correlations 
among different C/IER indicators

•Notes: Median scale-by-group-level C/IER proportions are displayed in the diagonal and median scale-by-group-level 
correlations between different indicators are displayed in the off-diagonal. Interquartile ranges are given in squared 
brackets. I1 indicates whether or not a respondent omitted all items of a given scale; I2 encodes C/IER classification based 
on the long-string index and indicates whether or not respondents chose the same response option on all items of a given 
scale; I3 encodes C/IER classification based on Mahalanobis distance and indicates whether or not respondents’ response 
vectors on a given scale were classified as an outlier on a .01 confidence level; πC/IER gives respondents’ posterior C/IER class 
probabilities obtained from the mixture decomposition approach; q denotes the proposed multiple-source C/IER indicator

Booklet 1

I1 I2 I3 π
C/IER q

I1 .05

[.02; .10]

I2 -.07 .09

[-.13; -.04] [.05; .14]

I3 -.05 .00 .04

[-.07; -.03] [-.05; .09] [.02; .07]

πC/IER .79 -.04 .00 .07

[.65; .87] [-.11; .15] [-.01; .08] [.04; .12]

q .83 -.02 .08 .99 .05

[.72; .89] [-.10; .21] [.00; .19] [.88; 1.00] [.03; .09]

Booklet 2

I1 I2 I3 π
C/IER q

I1 .05

[.02; .09]

I2 -.11 .20

[-.18; -.07] [.14; .29]

I3 -.05 -.03 .04

[-.07; -.03] [-.10; .04] [.02; .07]

πC/IER .76 -.06 -.01 .07

[.59; .86] [-.08; .29] [-.02; .05] [.03; .12]

q .80 -.04 .07 .98 .05

[.67; .88] [-.11; .13] [.00; .17] [.87; 1.00] [.03; .09]
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aberrantly short screen times as identified by the screen time decomposition. Therefore, 
I2 and I3 did not fully contribute to the multiple-source detection of C/IER. At the same 
time, however, their correlation with q exhibited strong variation across scale-by-group 
combinations, as indicated by rather broad interquartile ranges. This suggests that the 
extent to which the considered indicators contributed to q strongly varied across dif-
ferent scale-by-group combinations, and highlights that the informativeness of single 
behavioral indicators regarding C/IER may be scale-dependent. For instance, the long-
string index’s informativeness on C/IER can be assumed to vary as a function of, among 
others, scale length, item homogeneity, and whether or not all items are worded in the 
same direction. On a long scale comprising items of different polarity, the long-string 
index has high face validity as in indicator of C/IER. On a rather short scale with homo-
geneous items, however, interpretation of the long-string index is less clear, as response 
vectors comprising one response option only are also plausible to occur under attentive 
responding. In the present application, for most scales, respondents were administered 
at most five items and negatively worded items were rarely employed. Hence, the long-
string index can be assumed to be an ambiguous indicator on the majority of the consid-
ered scales.

To provide further intuition for the multiple-source indicator q, Fig. 4 displays group-
level C/IER proportions implied by different indicators for an exemplary selected scale 
(ST311; measuring empathy with an agreement scale). Groups are sorted by the C/IER 
proportion implied by the multiple-source indicator q. Figure 4 illustrates how q inte-
grates information from multiple behavioral sources. C/IER proportions implied by q’s 
constituting components falling below the proportions implied by q suggest that the 
respective indicator may have underidentified C/IER in a given group, while C/IER pro-
portions falling above the proportions implied by q indicate potential overidentification. 
Recall that both under- and overidentification are indicated by disagreement between 
the different components involved in the construction of q. As can be seen, directions 
of (presumed) misclassifications for all response-pattern-based indicators varied across 
groups. This was different for posterior C/IER class probabilities πC/IER obtained from 
the screen time decomposition approach, which either agreed with q or exhibited (pre-
sumed) C/IER overidentification. This is because the response-pattern-based indicators 
are first combined in the multiple-hurdle indicator dMH and aberrances flagged by one 
of the involved indicators may be left undetected by the others. Whenever dMH evalu-
ates to 0, however, q will evaluate to 0 regardless of the value obtained for πC/IER.

Illustrating robustness against too liberal threshold settings

Figure 4 also illustrates q’s robustness against (presumably) too liberal threshold set-
tings employed in the construction of the multiple-hurdle indicator dMH , which we 
see as one of the major advantages of combining information from different behavio-
ral sources for C/IER detection. This robustness can be studied by comparing C/IER 
proportions implied by components of dMH implemented with different thresholds—
in the present case, outlier detection based on Mahalanobis distance with a .01 ( I3 ) 
and .05 confidence level ( IL3 )—with those implied by the multiple-source indicator q 
considering these indicators with either threshold (denoted with q when consider-
ing I3 and with qL when considering IL3  ). FigURE  4 indicates how minor differences 
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in threshold settings for outlier detection through Mahalanobis distance may heav-
ily impact conclusions on C/IER. In the present example, I3 and IL3  identified median 
C/IER proportions across all groups of .05 (interquartile range: [.02;  .08]) and  .08 
[.04;  .14], respectively. q and qL , in contrast, were not heavily impacted by these dif-
ferent choices of threshold settings in one of their constituting components, both 
yielding a median C/IER proportion of. 04 [.08; .11] and exhibiting a correlation of C/
IER proportions of .99.

Exploring cases of presumed prevention of false C/IER labels

To further illustrate the added value of combining different data sources and requir-
ing agreement in C/IER detection, Fig. 5 provides examples of selected scale-by-group 
combinations from booklet 1 where screen-time-based and response-pattern-based C/
IER identification disagreed. In both figures, distributions of log geometric mean time 
per item of the presumed C/IER (orange) and attentive (blue) classes implied by the 
mixture decomposition are superimposed on the observed distributions. Proportions 
of respondents being classified as inattentive using item omissions ( I1 ), the long-string 
index ( I2 ), and Mahalanobis distance ( I3 ) are given for three time bins, marked with 
dashed vertical lines.

Fig. 4  Group-level careless and insufficient effort responding (C/IER) proportions for an exemplary selected 
scale (ST311; measuring empathy with an agreement scale) implied by different indicators. Groups are sorted 
by the C/IER proportions implied by the multiple-source indicator q. I1 indicates whether or not a respondent 
omitted all items; I2 encodes C/IER classification based on the long-string index and indicates whether or 
not respondents chose the same response option on all items; I3 encodes C/IER classification based on 
Mahalanobis distance and indicates whether or not respondents’ response vectors were classified as an 
outlier on a .01 confidence level; IL

3
 encodes C/IER classification based on Mahalanobis distance with a more 

liberal threshold and indicates whether or not respondents’ response vectors were classified as an outlier on 
a .05 confidence level; πC/IER gives respondents’ posterior C/IER class probabilities obtained from the mixture 
decomposition approach; q denotes the proposed multiple-source C/IER indicator; qL denotes the proposed 
multiple-source C/IER indicator considering IL

3
 instead of I3
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In Fig.  5a, depicting an example of strong agreement of screen-time-based C/IER 
identification with Mahalanobis distance but low agreement with the long-string index, 
aberrantly short screen times as identified by the mixture decomposition tended to 

Fig. 5  Observed distributions of log geometric mean time per item for three selected scale-by-group 
combinations. Distributions of the presumed C/IER (orange) and attentive (blue) classes implied 
by the mixture decomposition approach are superimposed. Proportions of respondents failing 
response-pattern-based indicates are given for three time bins, marked with dashed vertical lines. I1 : item 
omissions; I2 : long-string index; I3 : Mahalanobis distance
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co-occur with response patterns that were flagged by either the long-string index or 
Mahalanobis distance. In contrast, only very few response patterns associated with regu-
lar screen times contained irregularities detectable by Mahalanobis distance. The long-
string index, however, still flagged a considerable proportion of respondents with regular 
screen times. It can be speculated that these were misclassified by the long-string index. 
Based on the long-string index only, 64% of the respondents were flagged. The proposed 
indicator, however, considered information from the long-string index only for respond-
ents with aberrantly short screen times and indicated a much lower C/IER rate of 6%.

FigURE  5b depicts an example where a unimodal but heavy-tailed screen time dis-
tribution was decomposed into two normal distributions and the component with the 
slightly lower mean was labeled as C/IER. The response patterns of this scale-by-group 
combination, however, did hardly exhibit any aberrances. The mixture decomposition 
indicated a C/IER rate of 85%. The proposed indicator was capable to alleviate the pre-
sumably artefactual conclusions on C/IER, yielding a much lower C/IER rate of 4%.

Exploring potential sources of false C/IER labels

Following Ulitzsch et al. (2024), we investigated exemplary selected scale-by-group com-
binations with counter-intuitively high C/IER proportions. We observed the highest C/
IER proportion of  .86 on screen ST266 administered at position 49 in booklet 1 (see 
Fig. 3a). ST266 comprises five items with a yes/no format, asking respondents to state 
whether or not during the past four weeks they encountered phenomena related to low 
school safety, e.g., gangs in school. The high C/IER proportion was driven by agreement 
of the mixture decomposition component, yielding a C/IER proportion of  .86, and the 
long-string index component, yielding a C/IER proportion of .82, i.e., 82% of respondents 
chose the same response option on all five items. Closer inspection of response patterns 
failing on the long-string index revealed that 99% of these went back to respondents stat-
ing that they did not encounter any of the safety-related phenomena. We observed simi-
lar patterns for other counter-intuitively high C/ER proportions on this screen. Thus, a 
potential, speculative explanation for the counter-intuitively high C/IER proportion is 
that the samples of the affected scale-by-group combinations comprised different groups 
of attentive respondents: Attentive respondents who were exposed to some aspects of an 
unsafe school environment (thus providing response vectors comprising both response 
options) took longer to generate their responses. Attentive respondents disagreeing with 
the presented statements required a shorter amount of time to do so, and were falsely 
labeled as careless.

To further illustrate this, Fig.  6 shows the observed distribution of log geometric 
mean time per item on screen ST266 for the group with the highest C/IER propor-
tion of .86. Distributions of the presumed C/IER (orange) and attentive (blue) classes 
implied by the mixture decomposition are superimposed. Further, Fig.  6 provides 
proportions of respondents failing the long-string index hurdle for three time bins, 
marked with dashed vertical lines. As can be seen, observed times exhibited a clear 
bimodal shape, with the faster mode dominating the distribution. Proportions of 
respondents failing the long-string hurdle were particularly high for times falling into 
the faster mode and rapidly decreased with an increasing time per item. The mixture 
decomposition correctly identified the bimodal shape, labeling the faster mode as C/
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IER. Note that the mean (corresponding to 1.64 s) of the presumed C/IER component 
was still relatively high compared to the means (corresponding, on average, to 0.98 s; 
interquartile range: [0.72; 1.33]) for all mixture-decomposition-implied C/IER com-
ponents in booklet 1. This provides further indication that the faster component on 
the investigated scale-by-group combination may capture behavioral aspects different 
from C/IER.

Part II: Investigating associations with external correlates

Relating C/IER to self‑reported effort

We observed small negative correlations between self-reported effort and average val-
ues on q. Effects were comparable in size across booklets. For booklet 1, the median 
within-group correlation was -.14 (interquartile range: [-.17; -.09]). For booklet 2, the 
median within-group correlation was -.13 (interquartile range: [-.17; -.09]). That is, in 
line with previous research using other behavioral C/IER indicators (Meade & Craig, 
2012; Douglas et al., 2023), persons with higher C/IER levels as indicated by q tended 
to report lower effort on the questionnaire.

Relating C/IER to scale position

We observed no PSRF values above 1.05 and no ESS below 400 in the Bayesian hierarchi-
cal Beta regressions conducted to investigate the relationship between scale position and 
the occurrence of C/IER. As evidenced in Table 2, for both booklets, screen position was 
positively related to scale-by-group-level C/IER proportions. Inserting the regression 
coefficients for booklet 1 displayed in Table 2 into Eq. 6 yields expected average C/IER 
proportions of  .05 and .10 for the first (44) and last (89) scale position considered. For 
booklet 2, the expected average C/IER proportions for the first (37) and last (82) scale 
position considered are .05 and .08, respectively. At the same time, in line with previous 
research (Ulitzsch et al., 2024), there was considerable variation in baseline C/IER pro-
portions across groups, as indicated by large standard deviations of random intercepts.

Fig. 6  Observed distribution of log geometric mean time per item on screen ST266 for the group with a 
multiple-source-indicator-implied C/IER proportion of .86. Distributions of the presumed C/IER (orange) and 
attentive (blue) classes implied by the mixture decomposition approach are superimposed. Proportions of 
respondents failing the long-string index hurdle are given for three time bins, marked with dashed vertical 
lines
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Part III: Investigating the effect of scale format on C/IER

E1: Comparing scales with agreement and frequency formats

Overall, the multiple-source indicator q indicated no effect of scale format on the 
occurrence of C/IER; q implied C/IER proportions of .08 [.04; .11] for both agreement 
and frequency scales. In total, 25% of the scale-by-group pairs exhibited significant 
differences in C/IER proportions. Out of these, approximately half (45% of all scale-
by-group pairs with significant differences; i.e., 11% of all scale-by-group pairs) indi-
cated higher C/IER levels for the agreement format. That is, scale-by-group pairs with 
significant differences in C/IER proportions did not indicate a systematic advantage 
for either scale format.

This effect held true across groups. Figure 7 displays the distribution of differences in 
median group-level C/IER proportions between agreement and frequency scale formats 
averaged across the 10 experimentally manipulated scales. As can be seen, differences 
were distributed around zero and, by and large, there was only small variation in dif-
ferences across groups (interquartile range: [ −0.02; 0.01]). Nevertheless, for some few 
groups, we observed markedly different proportions of average presumed C/IER on 

Table 2  Results for the Bayesian hierarchical Beta regression

•Note: SD: standard deviation; CI: credibility interval

Booklet 1 Booklet 2

Estimate 95% CI Estimate 95% CI

 Fixed effects
Intercept -3.85 [-4.03; -3.65] -3.42 [-3.59; -3.23]

Screen position 0.02 [0.02; 0.02] 0.01 [0.01; 0.02]

Random effects
Intercept (SD) 0.59 [0.50; 0.70] 0.52 [0.44; 0.62]

Precision parameter 30.88 [29.16; 32.62] 25.87 [24.42; 27.40]

Fig. 7  Differences in group-level C/IER proportions across scales with agreement and frequency formats
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frequency as opposed to agreement scales (range of differences in median group-level C/
IER proportions: [ −0.11; 0.05]).

E2: Comparing abstract and approximate frequency labels

Likewise, q did not indicate marked differences in C/IER proportions between scales 
with abstract and approximate frequency labels. We observed scale-by-group-level C/
IER proportions of  .05 (interquartile range: [.03;  .08]) for abstract frequency labels and 
of .06 [.03; .10] for approximate frequency labels. In total, 38% of the 450 scale-by-group 
pairs exhibited significant differences in C/IER proportions. Out of all pairs with signifi-
cant differences, 65% (corresponding to 112 scale-by-group pairs) indicated higher C/
IER levels for approximate frequency labels.

figure 8 displays the distribution of differences in median group-level C/IER propor-
tions between abstract and approximate frequency labels averaged across the 6 experi-
mentally manipulated scales. Differences were distributed around −0.01, and variation 
was somewhat larger than for our comparisons of agreement and frequency formats 
(interquartile range: [ −0.03; 0.01]). Again, there were some few groups for which there 
were markedly pronounced differences in both directions (range: [ −0.17; 0.08]).

Discussion
The present study introduced a multiple-source indicator for C/IER and subsequently 
applied this indicator to explore whether or not subtle changes in scale format have the 
potential to curb C/IER. To this end, we leveraged the rich data and opportunities pro-
vided by the PISA 2022 field trial background questionnaire.

The rationale of the presented indicator q is to provide more robust C/IER identifica-
tion by requiring agreement in C/IER identification from indicators derived from both 
response patterns and timing data. To this end, we integrated Curran’s (2016) multiple-
hurdle approach with the screen time decomposition approach by Ulitzsch et al. (2024). 
The requirement of agreement in aberrance detection is rooted in a well-established 

Fig. 8  Differences in group-level C/IER proportions across scales with abstract and approximate frequency 
labels
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stream of psychometric literature combining item response detect aberrances in both 
low-stakes (e.g., rapid guessing, Ulitzsch et al., 2020; Wang & Xu, 2015; Nagy & Ulitz-
sch, 2021, 2022) and high-stakes testing (e.g., item compromise, van der Linden & Belov, 
2023)7 and is grounded in the conceptualization of C/IER as a behavior that requires 
markedly less time than attentive responding and results in aberrant response patterns.

In Part I of this study, we developed the multiple-source indicator q and provided 
intuition for its working. We illustrated (a) how q integrates information from multi-
ple behavioral sources and (b) how doing so safeguards against the scale-dependency 
of single behavioral indicators’ informative value and too liberal threshold settings in its 
multiple-hurdle component. Hence, considering information from multiple behavioral 
sources not only allows for C/IER detection that closely aligns with common conceptu-
alization of C/IER behavior but also provides a means for preventing false C/IER labels 
that would have been given on the basis of single indicators.

Further, our investigations of counter-intuitively high C/IER proportions illustrated 
that q does not entirely hedge the risk of false positives. More specifically, there will be 
false positives whenever the mixture decomposition and at least one multiple-hurdle 
component provide the same false C/IER label.

In Part II, we investigated associations of the proposed indicator with commonly 
reported external correlates of C/IER and replicated (a) the well-documented position 
effect of C/IER and (b) agreement with self reports on effort expended on the question-
naire. In line with our expectations on C/IER trajectories across lengthy questionnaires 
and previous findings (Ulitzsch et  al., 2022, 2024; Berry et  al., 1992; Baer et  al., 1997; 
Galesic & Bosnjak, 2009; Bowling et  al., 2020), the multiple-source indicator signaled 
an increase of C/IER with increasing screen position. The small negative relationship 
between the proposed indicator and self-reported effort corroborates previous results 
regarding the relationship between behavioral and self-report measures of disengage-
ment in cognitive assessments (Ulitzsch et  al., 2021a; Wise & Kong, 2005). Neverthe-
less, although commonly investigated in C/IER research (e.g.,  Douglas et  al., 2023; 
Meade & Craig, 2012), it may be questioned to which extent the relationship between 
self-reported effort and C/IER identified based on behavioral information is informative. 
The validity of this correlation rests on the assumption that careless respondents pro-
vided valid self reports on effort, which is plausible to be violated. Our results exhibited 
robustness and effects were comparable in direction and size across both investigated 
booklets.

In Part III, we employed the developed indicator to study the effects of scale format on 
C/IER occurrence, leveraging data from a large-scale survey experiment implemented in 
the PISA 2022 field trial. Here, two aspects of scale format were experimentally varied—
(a) frequency instead of agreement formats and (b) frequency scales with approximate 
instead of abstract labels. We found negligible effects for both scale format manipula-
tions. Therefore, for now, we recommend that researchers’ decision on scale format 
should predominantly be guided by substantive consideration—i.e., by considerations on 

7  If researchers consider this requirement too strong for the application at hand, they can combine response pattern and 
timing information in a sequential procedure as suggested by Curran (2016).
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which format is most suitable to capture the targeted construct—because overall, the 
effects of this decision on C/IER occurrence are negligible.

Recommendations for using the multiple‑source indicator

We see multiple use cases for the employed multiple-source indicator q. First and fore-
most, q can be employed to further investigate antecedents and correlates of C/IER and 
inform a better understanding of C/IER occurrence. Researchers may relate q to per-
son and scale characteristics to identify potential person- and scale-level drivers of C/
IER contamination (as done using other indicators in Bowling et al., 2016; Bowling et al., 
2020) or, as in the present study, analyze survey experiments to evaluate the utility of 
changes in survey characteristics for curbing C/IER. Recent examples for such survey 
experiments comprise both experiments evaluating interventions targeted to reduce C/
IER (e.g., promising rewards for attentive behavior or issuing warnings that C/IER will 
be punished as in Gibson & Bowling, 2019) and studies aiming to investigate potential 
unintended consequences of changes in survey designs (Sischka et al., 2022).

Second, and equally important, as its πC/IER component, q can be used to construct 
person weights 1− qis that downweigh response patterns according to their (presumed) 
probability of stemming from C/IER. As a sensitivity check, researchers could com-
plement their analyses with an attentiveness-weighted counterpart and investigate the 
robustness of results when presumed C/IER response patterns are given less weight (see 
Ulitzsch et al., 2024, for an example). In simulations and real-data analysis, Ulitzsch et al. 
(2023) illustrated the potential consequences of weighting response patterns accord-
ing to their (presumed) probability of stemming from C/IER in addressing substantive 
research questions. They showed that this procedure may result in an adjustment of 
both point estimates and standard errors, both due to a reduction of the effective sample 
and taking C/IER identification uncertainty into account. Such comparisons may sup-
port researchers in deciding whether or not their results are likely to be distorted by C/
IER. Third, q may be added as a person-by-scale level quality indicator in public use files 
of (large-scale) surveys. Researchers may then investigate the distribution of q to gauge 
data quality of the provided data set as well as for different sub-groups. For instance, 
when researchers want to conduct analyses by groups differing in, say, socio-economic 
status, they may first investigate whether the groups can be assumed to provide data of 
comparable quality.

We point out that although we developed and evaluated the proposed indicator in 
the context of background questionnaires of large-scale educational studies, its usage 
is not restricted to these settings. In fact, we see its major use case as a tool for gaug-
ing data quality and probing robustness of conclusions in the context of online surveys 
that, in contrast to large-scale educational studies, have markedly less rigorous quality 
control and commonly lack proctoring, and may, therefore, have a much higher risk to 
be contaminated with C/IER responses. For instance, using a combination of different 
indicators, Douglas et al. (2023) found that the quality of data collected through com-
monly used platforms for online data collection may be alarmingly low, with rates of 
respondents providing high-quality data ranging from 68% to as low as 26%, depending 
on the platform used for data collection. Hence, as the employment of online surveys for 
educational and psychological research is rising, so does the need for adequate tools to 
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evaluate the quality of the data obtained and probe the robustness of conclusions against 
potential C/IER contamination.

Note that as the multiple-hurdle approach by Curran (2016), the proposed indicator 
is sensitive to the response-pattern-based indicators employed to construct dMH . Con-
sider the case where dMH evaluates to zero, i.e., none of the employed response-pattern-
based indicators signals C/IER. In this case, q will also evaluate to zero, regardless of 
whether or not a respondent showed suspiciously short screen times. When the con-
sidered indicator-threshold combinations indeed capture all relevant peculiarities in the 
response patterns and short screen times occurred for a reason other than C/IER (e.g., 
because someone is a very fast reader), this property hedges against wrong conclusions 
on C/IER occurrence. However, if the short screen time indeed goes back to C/IER, but 
the employed indicator-threshold combinations used for dMH simply do not detect the 
resultant aberrant response pattern, requiring agreement between response patterns 
and timing data may be overly cautious. For now, we therefore recommend employing 
many different response-pattern-based indicators that are sensitive to different aspects 
of C/IER for dMH and opt for somewhat more liberal threshold settings. As illustrated 
in Part I of this study, q exhibits some degree of robustness against too liberal threshold 
settings in the construction of dMH . The validity of this recommendation should, how-
ever, be scrutinized in future research.

Even though we believe that the proposed indicator has the potential to provide more 
robust C/IER identification, we also acknowledge that there are still multiple subjective, 
somewhat arbitrary decisions involved in the construction of q. We, therefore, strongly 
recommend probing conclusions on C/IER for sensitivities to these decisions, e.g., 
through specification curve analysis (Simonsohn et al., 2020) varying the involved indi-
cators and thresholds.

Limitations and future directions

We point out that the proposed indicator does not provide error-free C/IER identifica-
tion. Due to the complexity of response behavior, it is questionable whether a perfect C/
IER indicator can ever be developed. Nevertheless, future research may refine the pro-
posed indicator (or its constituting components) to further improve its C/IER identi-
fication precision. A potential starting point may be further in-depth investigations of 
potential sources of error. Subsequently, researchers may incorporate decision rules with 
the indicator that aim to avoid typical decision errors of the current version of the multi-
ple-source indicator.

In our illustrations, we could identify examples where the proposed indicator pre-
vented presumably erroneous conclusions on C/IER that would have been made 
based on standalone indicators. Nevertheless, from these illustrations it cannot be 
concluded that the proposed indicator generally provides a more valid measure of C/
IER than its constituting components. To support such conclusions, experimental evi-
dence is needed. Only experimental manipulation of C/IER occurrence can provide 
researchers with “ground truth” as to whether respondents were attentive or engaged 
in C/IER, allowing to evaluate the sensitivity and specificity of different detection 
techniques. Prior research has implemented experimental C/IER manipulations 
and data have been made publicly available (e.g. Schroeders et  al., 2020; Pokropek 
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et al., 2023). Typically, however, C/IER is evoked by the instruction to respond as fast 
as possible (as in Schroeders et al., 2020) or to behave inattentively (as in Pokropek 
et al., 2023; Niessen et al., 2016). It can be questioned whether participants receiving 
these instructions exhibit behavior resembling real-life C/IER, threatening the valid-
ity of these data sets. We, therefore, belief that the field would strongly profit from the 
development of ecologically valid C/IER manipulations. For instance, manipulations 
could be targeted at mechanisms underlying C/IER such as fatigue or lack of interest 
rather than instructing participants to exhibit some behavior.

We did not find that using frequency instead of agreement formats or approximate 
instead of abstract frequency labels impacts C/IER occurrence. From these results, 
however, it cannot be concluded that C/IER occurrence cannot be curbed by careful 
scale design, and the effect of a broad array of scale characteristics still remains to 
be investigated. The investigated changes in scale format were relatively subtle and 
only concerned wording, while the overall mode of responding set by the Likert-type 
scales was left unchanged. Future research may investigate more severe changes, such 
as changes in the number of response options or even completely different modes 
of responding, e.g., the use of forced choice or recently proposed drag-and-drop for-
mats (see Böckenholt, 2017; Henninger et al., 2022, for further evaluations) instead of 
Likert-type scales. Further, for some few groups, there occurred pronounced differ-
ences in both directions. One explanation may be culture- or language-specific effects 
of scale formats on C/IER occurrence. The investigation of potential culture- or lan-
guage-specific effects remains an interesting topic for future research.

Finally, the minor effects of the investigated scale characteristics on C/IER do not 
imply that the investigated scale formats provide data of comparable quality. C/IER 
is by far not the only threat to data quality, and it may well be that other aspects 
(e.g., construct validity or the occurrence of other biases such as response styles) are 
impacted by the investigated changes in scale characteristics.
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