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Abstract 

In order to protect the cultural heritage of opera costumes, establish visual labels for opera costumes, accelerate the 
establishment of a database for opera costumes, and increase the dissemination of opera culture, we propose an 
improved You Only Look Once (YOLO) v5-based opera costume recognition model for opera costumes with a wide 
range of styles, rich colors, and complex stage environments. By adding Coordinate Attention (CA) mechanism to the 
backbone of YOLOv5, the network can focus on more interesting information when extracting features; replacing the 
original feature pyramid module with a weighted bidirectional feature pyramid module in the Neck part to achieve 
efficient fusion of features; replacing the original loss function GIOU with DIOU to improve the detection accuracy and 
convergence speed. The average detection accuracy of the improved YOLOv5 model reaches 86.3% and its inference 
speed reaches 28 ms per frame through experiments on the homemade Chinese costume dataset, which improves 
the average detection accuracy by 3.1% compared with the original model, and has good robustness in detecting 
complex scenes such as covered targets, light-colored costumes, cross targets, dense targets and different angles. The 
model meets the requirements for accuracy and real-time costume recognition in complex theatrical environments.

Keywords  Chinese opera, Opera costume, Costume image recognition, YOLOv5, Machine learning

© The Author(s) 2023. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://creativecommons.org/licenses/by/4.0/. The Creative Commons Public Domain Dedication waiver (http://creativecom-
mons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

Introduction
Chinese opera costumes, which can be traced back as far 
as the Ming dynasty in China, referring to the costumes 
worn in traditional Chinese theatrical performances, are 
designed to help the opera portray the external image of 
the characters. Chinese opera costumes have a variety 
of styles, ornate patterns, rich colors, and exquisite craft 
and have an important place in stage art with a solid aes-
thetic flavor. However, as a general audience, it isn’t easy 
to distinguish among the categories to which the opera 
costumes belong.

There are five categories of Chinese opera costumes, 
namely MangPao (蟒袍), Pei (帔), Kao (靠), ZheZi (褶子), 
and Yi (衣) [1]. Among them, high-status figures such as 
emperors and generals wore MangPao, and it can also 
be divided into the GuanMang and the LongMang, etc. 
Officials and their dependents wore Pei at all levels on 
domestic occasions. Military generals wore Kao. ZheZi 
was a long casual shirt with a slanting collar. Yi was a 
generic term for all the other costumes except the previ-
ous four, and it can also be divided into the JianYi and the 
ShengYi, etc.

With the development of Internet technology, there are 
many ways to preserve cultural heritage [2, 3]. Promot-
ing the overall digitization of opera culture is the inevi-
table choice to realize the inheritance and development 
of opera [4]. Faced with numerous categories of opera 
costumes, an accurate and effective classification model 
can reduce labor costs and improve image classification 
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and detection [5–7]. At present, most scholars have stud-
ied opera costumes from costume restoration [8], color 
analysis [9, 10], secondary design [11–13] and aesthetic 
perspective [14], etc. In order to help people better rec-
ognize the opera costumes, the most direct way is to use 
three-dimensional (3D) virtual visualization technol-
ogy to restore the costumes. Clothing virtual restora-
tion should focus on color, pattern, silhouette and other 
aspects [15]. In order to extract the main color features 
of opera costumes, the color clustering algorithm is also 
used in the analysis and recognition [16]. In the field of 
traditional computer vision, Jia et  al. used the spatial 
moment algorithm to simply compare the silhouettes of 
opera costumes [17]. But it can only be used to compare 
the contours with exactly the same position, size and 
angle. The above research focuses on the analysis of the 
appearance characteristics of opera costumes, which is 
unable to realize real automatic recognition.

However, we have adopted an opera costume classifica-
tion method based on deep learning, which can not only 
achieve real-time detection, but also achieve high clas-
sification accuracy. We innovatively modified the model 
structure of the original algorithm, which makes it possi-
ble to improve the accuracy of detection as well as solves 
the recognition problem of complex drama scenes. The 
aims of research on more effective classification are as 
follows: (i) Help opera costumes establish corresponding 
visual labels and accelerate the construction of a database 
for opera costumes; (ii) Provide a more effective way to 
retrieve the corresponding opera costumes and help peo-
ple understand the costumes more easily; (iii) To play a 
positive role in the inheritance, preservation, and promo-
tion of opera costumes.

In recent years, the development of computer vision 
has provided the possibility of digitizing culture [18–20]. 
Computer image recognition algorithms can be divided 
into traditional computer vision algorithms and com-
puter vision algorithms based on deep learning [21]. For 
traditional computer vision algorithms, the key is the 
feature extraction algorithm. For example, canny edge 
detection [22], Histograms of Oriented Gradients (HOG) 
[23], corner point detection [24], and Local Binary Pat-
tern (LBP) [25], etc. They must distinguish between the 
different characteristics of different classes of detection 
objects. Some scholars have conducted the following 
studies on garment image classification using traditional 
computer vision algorithms: Aulia et  al. improved the 
performance of garment image recognition by classi-
fying apparel images based on the Region Of Interest 
(ROI) segmentation mechanism of directional gradient 
histogram [26]. Lorenzo-Navarro et  al. conducted an 
experimental study on LBP and HOG features of garment 
images, using two classifiers, Support Vector Machine 

(SVM) and Random Forest, for classification [27]. 
Bossard et al. proposed a random forest-based multiclass 
learner to classify 15 garment categories [28]. Yu et  al. 
proposed a nested edge detection algorithm combined 
with canny to achieve garment pattern contour extrac-
tion and accurate tailoring [29].

All the above traditional algorithms have made excel-
lent progress in garment image recognition problems, 
but they rely on high-quality input images and artificial 
feature screening. However, for opera costumes, there 
are many types of costumes with rich colors and ornate 
patterns, which in turn brings problems to computer 
vision in that the number of features is too many, the 
computation becomes complicated, and the accuracy 
decreases. It usually takes a lot of effort to do the classifi-
cation judgment on the costume features artificially. The 
use of deep learning-based methods can better extract 
the feature map automatically and dig deeper feature 
information.

There are many kinds of computer vision classification 
models based on deep learning, such as one-stage models 
with faster detection speed [30, 31] and two-stage mod-
els with high recognition accuracy [32, 33]. These deep 
learning algorithms are helpful for objects with many fea-
tures like costumes for their classification and retrieve. 
Many scholars have used deep learning in their image 
classification studies: Ren et  al. improved the backbone 
section in the network based on You Only Look Once 
(YOLO) v5 by combining ResNet to achieve high-accu-
racy garment classification [34]. Yin et al. introduced an 
attention mechanism in YOLOv3 to improve the accu-
racy of the algorithm, which can effectively accomplish 
the task of real-time pig detection [35]. Iannizzotto et al. 
used a computer vision system based on deep neural net-
works (DNNs) to detect whether workers are wearing 
Personal Protection Equipment (PPE) [36]. Xiang et  al. 
used the Inception-ResNet V1 model and L-Softmax to 
represent images and identify attributes of garment based 
on the Region-Convolutional Neural Networks (R-CNN) 
framework [37].

There are fewer studies on image recognition of tra-
ditional opera costumes, and the reasons for this are 
the following three points: (1) There are fewer image 
data about opera costumes, which makes the costume 
detection and classification task challenging; (2) The 
traditional opera costumes have many styles, complex 
detail designs, rich colors, and patterns, which are hard 
to be recognized; (3) The actors performing on stage 
are dynamic. The classification of the costumes is often 
affected by movement blocking as well as by changes in 
lighting, etc. To address the above problems, YOLOv5 
is chosen as the original network and improved, and 
a Chinese opera costume dataset is constructed. The 
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advantages of YOLOv5 are the following three points: 
(i) The Input part comes with Mosaic data enhance-
ment, which can improve the robustness of the model 
in the case of limited data; (ii) The network structure 
has a high degree of freedom and can be designed and 
improved according to its dataset; (iii) The network is a 
lightweight structure with fast inference. It is capable of 
fulfilling the function of real-time detection.

In this paper, we introduce Coordinate Attention 
(CA) mechanism module to the original YOLOv5 
network structure to improve the problem of missed 
detection of occluded targets and small targets, to 
adapt to different complex scenes and different lighting 
conditions for the recognition and classification tasks 
of opera costumes. Meanwhile, the original feature 
pyramid module is replaced by a weighted bidirectional 
feature pyramid module in the Neck part to achieve 
efficient feature fusion; What’s more, by replacing the 
original loss function GIOU with DIOU, to improve the 
detection and recognition effect of the network.

Costume recognition model based on improved 
YOLOv5 network
YOLO is a single-stage target detection and classifica-
tion algorithm based on deep learning, which has strong 
generalization ability, high detection accuracy and fast 
inference. There are four versions of YOLOv5, YOLOv5s, 
YOLOv5m, YOLOv5l and YOLOv5x. The weights of 
these four versions, as well as the width and depth of the 
model, increase sequentially. The larger their models, the 
greater the accuracy will increase, but at the same time, 
it will bring the problem of a slow running rate. To meet 
the demand for real-time costume detection, we chose 
the YOLOv5s model, which can be divided into four 
parts: Input, Backbone, Neck, and Prediction. Figure  1 
shows the general flow.

Input section
The operations performed in the Input section are 
Mosaic data augmentation, adaptive anchor box cal-
culation, and adaptive image scaling of the images. 

Fig. 1  Improved YOLOv5 network structure
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For a large neural network, if the number of samples is 
smaller than the number of features, overfitting is likely 
to occur [38], so Mosaic data augmentation is intro-
duced (as shown in Fig. 2). It stitches four images in a 
randomly scaled, which are labeled previously in the 
process of making the opera costume dataset, randomly 
cropped and randomly lined up manner, which can 
increase the number of small targets in the dataset and 
thus improve the model’s ability to detect small targets. 
During the model’s training, YOLOv5s automatically 
calculates the best anchor box values in training sets for 
different categories (as shown in Fig.  3). The network 
compares the predicted boxes with the real boxes, cal-
culates the difference between them, and then updates 
the iterative network parameters in reverse. The adap-
tive scaling of the image is done by scaling the original 
image to a uniform standard size (3 × 640 × 640) and 
then feeding it into the network for detection.

Improved backbone section
The improved Backbone section consists of Convolu-
tion, Batch normalization, Silu activation function (CBS), 
C3_1, CoordAtt and SPPF (spatial pyramid pooling fast). 
It serves to extract the target features. In the CBS mod-
ule, the image data is output after convolution, batch nor-
malization and the Silu activation function. C3_x consists 
of CBS as well as Bottleneck, which uses Concat to com-
bine the features. SPPF connects the CBS and Maxpool 
to the Concat. Unlike the original network, the attention 
mechanism CoordAtt module, or CA module, is added to 
the Backbone in this study.

The variety of opera costumes is challenging to distin-
guish, even giving the task to the general audience. In 
the last two years, many researchers have proposed the 
concept of attentional mechanism [39]. The addition of 
the attention mechanism helps the network to ignore 
useless information, focus on crucial information, and 
improve recognition efficiency and quality [40]. Several 

Fig. 2  Mosaic data augmentation

Fig. 3  Adaptive anchor box
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attention mechanisms currently exist. The SE module 
significantly improves recognition performance, but 
they usually ignore the location information, which is 
very important for generating attention maps [41]. The 
CA attention mechanism embeds location information, 
giving the neural network more interesting data while 
extracting image features.

To capture precise location information, the CA 
module performs global pooling in the process of infor-
mation embedding with the following equation:

where, x represents the input image, c represents the 
channel of image, and Zc represents the aggregated fea-
ture map, which is essentially a two-dimensional array. 
When using the pooling kernel (H, 1) and (1, W) to 
encode the features of the input Xc in the i direction and 
the j direction, a pair of direction-aware feature maps 
composed of two-dimensional arrays will be obtained. 
Zc gives good access to the global sensory field and helps 
the network locate the target of interest more accurately. 
Subsequently, concatenate zh and zw with the following 
equation:

where, zh and zw represents the aggregated feature map 
in the horizontal and vertical direction. Where [, ] rep-
resents stitching together the feature maps in width and 
height directions. F1 is the convolutional transform func-
tion that reduces the feature dimension to the original 
c/r, where r is used to control the reduction rate. Where 
δ is the nonlinear activation function, ƒ represents the 
spatial information’s feature mapping when encoding 
the vertical and horizontal directions. Then,  f is divided 
into two separate tensors  fw and  fh, along the horizontal 
and vertical directions. fw and  fh are transformed to have 
the same number of channels as the input X using two 
1 × 1 convolutional variations Fh and Fw. The formula is 
as follows.

where, σ is the sigmoid activation function, gh and gw 
represent the attention weights of the feature map in the 
height and width directions, respectively. The results of 
the CA module are expressed as

(1)Zc =
1

H ×W

H
∑

i=1

W
∑

j=1

xc
(

i, j
)

(2)f = δ

(

F1

([

zh, zw
]))

(3)gh = σ

(

Fh

(

f h
))

(4)gw = σ
(

Fw
(

f w
))

where, yc is the output of the CA module, c represents 
the channel of image, and xc represents the input image. 
Where gh

c and gw
c represent the attention weights of the 

feature map in the height and width directions.
After the CA mechanism, a pair of direction-aware 

feature maps are formed. They can be complementarily 
applied to the input feature maps to enhance the target 
of interest. As shown in Fig. 4, the upper side is the input 
image, and the lower side is the attention heat map after 
the output of the attention mechanism. The two sets of 
images to the left are pure backgrounds, and the two to 
the right are complex backgrounds. The redder part of 
the heat map indicates the more important information 
of interest to the neural network. The bluer part indi-
cates that the information around is irrelevant to the 
classification.

Improved neck section
YOLOv5s adopts the Feature Pyramid Network (FPN) 
and Path Aggregation Network (PAN) feature pyramid 
structure in the Neck part. FPN uses a top-down channel 
to fuse the features for prediction. PAN uses a bottom-
up channel to fuse the features conveyed by FPN with 
localization features. It can effectively solve the informa-
tion retention of small objects in target detection. How-
ever, we found that different input features tend to have 
unequal contribution rates. Therefore, we adopt the Bi-
directional Feature Pyramid Network (BiFPN) weighted 
bidirectional feature pyramid network structure in the 
Neck part. Three different network structures are shown 
in Fig. 5 [42]. BiFPN is based on PAN, which is changed 
from the initial one-way connection to a cross-scale two-
way connection. It introduces learnable weights to judge 
the importance of different features, enhancing feature 
fusion and improving detection accuracy.

Improved prediction section
The loss function used by the YOLOv5s prototype in the 
Prediction section is LossGIOU, whose equation is shown 
below.

where, IoU (Intersection-over-Union) refers to the inter-
section rate of the candidate box and the real box, Ac is 
the intersection area of the predicted box and the real 
box, and u is the merging area of the predicted box and 
the real box. The original loss function solves the gra-
dient problem existing in IoU. However, there are also 

(5)yc
(

i, j
)

= xc
(

i, j
)

× ghc (i)× gwc
(

j
)

(6)Loss(GIOU) = 1− IoU +
|Ac − u|

|Ac|
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the following problems: (i) GIOU will be infinitely close 
to IoU when the predicted box is of the same height as 
the real box and at the same level. (ii) The convergence 
speed is slow, and the regression is not accurate enough. 
To solve the above problems, we introduce DIOU to 
improve [43]. Its formula is shown as follows.

(7)LossDIOU = 1− IoU −
ρ2

(

b, bgt
)

c2
.

where, b denotes the centroid of the predicted box, bgt 
denotes the centroid of the real box, ρ denotes the Euclid-
ean distance between the two centroids, and c denotes 
the minimum diagonal distance of the region that can 
contain both the predicted box and the real box. DIOU 
enables the target detection to focus on the central loca-
tion by introducing centroids and has a faster conver-
gence rate compared to GIOU and IoU, and the accuracy 
is improved.

Fig. 4  Attention heat map

Fig. 5  FPN, PAN, BiFPN structure
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Experiment and result
Model training
The opera costume data used in this experiment is mainly 
from field research and web crawlers, consisting of 3000 
pieces. Some samples are shown in Fig. 6. The five types 
of opera costumes mentioned in the introduction were 
manually labeled using the LabelImg tool. The data 
set was divided into a training set, and a validation set 
according to the ratio of 70% and 30%. Finally, we stored 
the data in the format of the YOLO data set.

The experimental environment of this paper is Win-
dows 10 system, compiled language is Python 3.8, using 
Pytorch 1.8.1 as a deep learning framework, CUDA ver-
sion is 10.1. the models involved are run on NVIDIA 
GeForce RTX2060 GPU. The parameters are set: initial 
learning rate is 0.01, momentum factor is 0.937, weight 
decay factor is 0.0005, epoch is 300, and batch size is 16.

The evaluation indexes of model performance are 
mean Average Precision (mAP), including mAP0.5 and 
mAP0.5:0.95, and the confusion matrix. Among them, 
mAP0.5 indicates the average detection accuracy of 
all detection categories when the IoU threshold is 0.5; 
mAP0.5:0.95 calculates the average detection accuracy of 
IoU between the threshold 0.5 and 0.95 in steps of 0.05. 
In general, the higher the IoU threshold, the higher the 
regression capability of the model is required, the higher 
the detection index at high thresholds, and the more 
closely the detection results of the model match the 
actual target. The mAP formula is as follows.

where, m represents all categories, n represents the inter-
polation points, p represents the precision value, and r 
represents the recall value corresponding to precison.

In this training model, both the YOLOv5s model and 
the improved YOLOv5 model (YOLOv5-CBD) use the 
same data set and parameter settings. The comparison 
curves are shown in Figs. 7 and 8.

The comparison curve shows that mAP0.5 and 
mAP0.5:0.95 increase with the epoch, and the curve grad-
ually converges from oscillation to convergence when 
the epoch exceeds 250. Ultimately, YOLOv5s-CBD is 
higher than YOLOv5s in both mAP0.5 and mAP0.5:0.95. 
The mAP0.5 value for YOLOv5-CBD is 0.863 and for 
YOLOv5s is 0.832. The mAP0.5:0.95 value for YOLOv5-
CBD is 0.626 and for YOLOv5s is 0.607.

The confusion matrices for YOLOv5s and YOLOv5-
CBD are shown in Fig.  9, respectively. Where True 
indicates the true distribution of a category and pre-
dicted indicates the predicted distribution of a category. 
The confusion matrix shows that YOLOv5-CBD has a 
higher true positive classification for each category than 
YOLOv5s, which means that YOLOv5-CBD performs 
better in precision and recall.

The F1 score for YOLOv5s and YOLOv5-CBD are 
shown in Fig. 10. It can be regarded as a harmonic mean 
of model precision and recall, with a maximum value of 

(8)mAP =
1

m

m
∑

i=1

n−1
∑

i=1

(ri+1 − ri)p(ri+1)

Fig. 6  Sample images



Page 8 of 14Liu et al. Heritage Science           (2023) 11:40 

1 and a minimum value of 0. Figure 10 shows that when 
the confidence is 0.241, the F1 score of YOLOv5-CBD 
reaches the maximum value of 0.81. When the confi-
dence is 0.203, the F1 score of YOLOv5s reaches the 
maximum value of 0.74, which is lower than the F1 score 
in YOLOv5-CBD.

Ablation experiment
To verify the optimization effect of the three improve-
ment strategies on the theater costume dataset, we use 
ablation experiments to test each improvement strategy’s 
effectiveness, and its experimental results are shown 
in Table  1. Its improvement Model 1 indicates that the 

attention mechanism is added to the original model, 
improvement Model 2 indicates that the feature pyramid 
structure is modified on the original model, and improve-
ment Model 3 indicates that the loss function is modified.

As can be seen from the Table  1, the addition of the 
CA mechanism increases mAP0.5 by 0.023 percentage 
points but decreases inference speed by 2 ms; replacing 
BiFPN to feature pyramid structure increases mAP0.5 by 
0.013 percentage points and decreases inference speed by 
2  ms; replacing LossDIOU to LossGIOU increases mAP0.5 
by 0.01 percentage point and increases inference speed 
by 2  ms; replacing the three improved strategies into 
the network structure simultaneously increases mAP by 

Fig. 7  Comparison of mAP0.5 value between YOLOv5-CBD and YOLOv5s

Fig. 8  Comparison of mAP0.5:0.95 value between YOLOv5-CBD and YOLOv5s
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0.031 percentage points and decreases inference speed 
by 4 ms. The results show that the detection accuracy of 
the YOLOv5-CBD is improved, but the inference speed is 
slightly reduced.

Model comparison experiment
To demonstrate the advantages of the improved model 
in this paper, the YOLOv5-CBD, YOLOv5s, YOLOv5m, 
YOLOv3, Single Shot multi box Detector (SSD) and Fast-
Region CNN(Fast-RCNN) models are used in the same 
configuration environment and configuration param-
eters, and the same data set is used for model compari-
son experiments. Their experimental results are shown in 
Table 2.

As can be seen in Table  2, compared to YOLOv3, 
YOLOv5m, Faster-RCNN and SSD, YOLOv5-CBD takes 
up less memory. This is because it is improved from the 
network structure of YOLOv5s. YOLOv5s is a light-
weight network structure, which has a smaller depth 
and width than other models. Lightweight structure is 
more conducive to embedding the network into various 
platforms.

Compared with the one-stage SSD, its inference time 
per frame is 25  ms faster, and its mAP0.5 is improved 
by 0.118. Compared with the two-stage Faster-RCNN, 
its inference time per frame is 61  ms faster. Compared 
to YOLOv3, its inference time per frame is 31 ms faster 
and its mAP0.5 is improved by 0.073. Compared to 
YOLOv5m, its inference time per frame is 5  ms faster 
and slightly higher in mAP0.5. Compared to YOLOv5s, 
whose model weights are almost the same, it is slightly 
slower in inference speed but improves by 0.029 in 
mAP0.5. From the results, without increasing the mem-
ory, the accuracy of the model has been improved. It can 

Fig. 9  Confusion matrix

Fig. 10  F1 score
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be seen from the ablation experiment that each modifi-
cation strategy can help the model improve the accuracy. 
Although it is slightly slower than yolov5s in terms of 
reasoning speed, it can still meet the needs of real-time 
detection.

Discussion
Based on the costume dataset collected in this thesis, 
combined with the ablation experiment, compared with 
the original network:

	 i.	 Adding the attention mechanism can improve 
detection accuracy, but the detection speed will be 
slightly slower. Because the CA module is inserted 
in the last part of Backbone, which will increase the 
computation of the network, and after the output, 
gives the Neck part with the channel and location 
information of interest, which improves the recog-
nition accuracy.

	 ii.	 Replacement feature pyramid also improves the 
detection accuracy, but the improvement is not as 
large as the attention mechanism, and the detec-
tion speed is slightly slower. The weighted bidirec-
tional feature pyramid introduces learnable feature 
weights for importance judgment. Cross-scale bidi-
rectional connectivity improves detection accuracy, 
and feature fusion is enhanced when features are 
input.

	iii.	 Replacing the loss function GIOU with DIOU 
improves the detection speed and accuracy. DIOU 
not only describes whether the predicted bound-
ing box contains the true bounding box but also 
describes the relative position relationship between 
them, which enables the target detection to focus 
on the central position and improves convergence 
speed.

Combined with the comparison experiment com-
pared with the original network:

	 i.	 YOLOv3 is quite different from YOLOv5 in net-
work structure. YOLOv3 lacks Mosaic data 
enhancement, adaptive anchor frame calcula-
tion, and adaptive image scaling operations at the 
input. YOLOv5 uses the FPN + PAN structure in 
the Neck part, while YOLOv3 uses FPN. Therefore, 
it can be seen that the results of yolov5 are better 
than those of yolov3 in all aspects.

	 ii.	 The Faster R-CNN model belongs to two-stage 
object detection. Two-stage object detection first 
generates region proposals, and then uses convolu-
tional neural networks to classify region proposals. 
Faster R-CNN model can achieve high detection 
accuracy, but there are cases of slow speed, long 
training time, take up a lot of memory and rela-
tively high false positives.

	iii.	 The SSD model has lower detection accuracy, 
slower inference per frame, and large weight files. 
SSD model uses a pyramid structure, which per-
forms SoftMax classification and position regres-
sion on feature maps of different sizes. In contrast, 
the YOLO model utilizes only the highest layer of 
feature maps for input during detection.

	iv.	 The YOLOv5m model has relatively higher detec-
tion accuracy, slower inference per frame, and 
larger weight files. YOLOv5m has a deeper and 
broader model structure than YOLOv5s, which 
means that the model improves detection accuracy 

Table 1  Ablation experimental result

Models Add attention 
mechanism

Modify feature 
pyramids

Modify the loss 
function

mAP0.5 Time per 
frame/ms

YOLOv5s  ×   ×   ×  0.832 24

Improved Model 1 √  ×   ×  0.855 26

Improved Model 2  ×  √  ×  0.845 26

Improved Model 3  ×   ×  √ 0.842 22

YOLOv5-CBD √ √ √ 0.863 28

Table 2  Experimental comparison results

Models mAP0.5 Time per frame/
ms

Memory 
size/MB

SSD 0.745 53 92.2

Faster-RCNN 0.855 89 146

YOLOv3 0.79 59 231

YOLOv5m 0.852 33 40.2

YOLOv5s 0.832 24 13.7

YOLOv5-CBD 0.863 28 13.4
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but also slows down detection speed as it increases 
the size of the network.

	 v.	 The YOLOv5-CDB model provides higher detec-
tion accuracy, with slightly slower inference per 
frame, while keeping the weighted file size almost 
the same. YOLOv5-CBD is improved based on the 
YOLOv5s model, which is a lightweight network. 
With the addition of the attention mechanism, 
replacement of the feature pyramid and modifi-
cation of the loss function, the feature extraction 
capability of the network is improved, which can 
effectively improve the accuracy of the network by 
enhancing the problem of missed detection due to 
small targets or occlusion.

Meanwhile, to verify the feasibility of YOLOv5-CBD, 
we take some representative photos from the test set. 
For example, Fig.  11 shows the comparison results of 
model detection between YOLOv5-CBD and YOLOv5s 
in different scenes. The left figure represents the detec-
tion results of the YOLOv5-CBD model, and the right 
figure is the detection results of the YOLOv5s model. 
Figure  11a compares the detection results of the two 
models for the occluded target. The beard and hand 
occlude Pei on the far right in the test figure, and it 
can be seen that there is a missed detection in the right 
figure, while the left figure identifies it successfully; 
Fig. 11b compares the detection results of light-colored 
clothing, showing that the right figure misjudges the 
light-colored target and identifies the ZheZi as Man-
gPao. In contrast, the left figure can correctly judge 
the ZheZi; Fig.  11c compares the detection results 
of crossed targets, in which Pei and ZheZi appear to 
stage cross. The right figure has a missed detection for 
crossed targets. In contrast, the left figure can iden-
tify them successfully; Fig.  11d compares the detec-
tion results of dense targets. The rightmost Yi in the 
right figure shows a missed detection, while it can be 
detected in the left figure; Fig. 11e compares the detec-
tion results of the side view. The MangPao in side view 
cannot be detected in the right figure, while it can be 
detected in the left figure.

To sum up, in recognition of opera costumes facing 
different complex scenes, the YOLOv5s model can have 
missed detection and false detection. In contrast, In con-
trast, the YOLOv5-CBD model has more accurate accu-
racy and fast inference and can have better robustness in 
the face of complex theatrical stage backgrounds, reflect-
ing a superior performance.

Conclusion
This paper applies artificial intelligence technology to 
study the identification of Chinese traditional opera cos-
tume. The conclusions are as follows:

	 i.	 To solve the problem of identification difficulty 
and poor identification effect of opera costumes 
on the real drama stage, we propose an improved 
YOLOv5-based opera costume classification and 
recognition method. It has higher recognition and 
detection performance than other network mod-
els and can be carried on embedded platforms and 
mobile terminals to achieve efficient detection.

	 ii.	 By improving the network structure of YOLOv5, 
it is able to improve the accuracy of detection as 
well as solve the recognition problem of complex 
drama scenes. The detection accuracy is improved 
by adding the CA mechanism to the Backbone sec-
tion to give the neural network a more focused fea-
ture map. By replacing the BiFPN feature pyramid 
in the Neck section, feature fusion is enhanced to 
improve the retention of information on small 
objects in target detection. By replacing the DIOU 
loss function, the detection accuracy is improved, 
and the inference time per frame is also decreased. 
The experimental results show that the improved 
model has high accuracy and robustness in detect-
ing complex scenes facing obscured targets, light-
colored costumes, cross targets, dense targets 
and different angles. It is 3.1%, 1.8%, 2.1% and 
1.6% higher than the original model in mAP0.5, 
mAP0.5:0.95, Precision and Recall, which meet the 
requirements of accuracy and real-time in opera 
costume recognition.

	iii.	 The establishment of the opera costume recogni-
tion model can establish its corresponding visual 
label to the opera costume database, speed up 
the construction of the opera costume database, 
and play a positive role in developing of the opera 
costume culture. However, there is still room for 
improvement in the recognition of opera costumes 
due to the limitations arising from various styles 
of costumes, complex stage action performances, 
uneven lighting and other phenomena. The focus 
of future theater costume research is still on rec-
ognition accuracy as well as inference speed. The 
recognition accuracy can start by expanding the 
costume data set and increasing the costume data 
complexity and richness on the theater stage to 
improve the generalization ability of the model. 
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Fig. 11  Comparison of different scene model detection
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The inference speed can be accelerated with the 
help of embedded GPU to improve the real-time 
performance of detection.
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