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Abstract 

Mural is an important component of culture and art of Dunhuang in China. Unfortunately, these murals had been 
ruined or are being ruined by some diseases such as cracking, hollowing, falling off, mildew, dirt, and so on. Existing 
image restoration algorithms have problems such as incomplete repair and disharmonious texture during large-area 
repair, so the effect of mural image disease area repair is poor. Due to lack of a standard mural datasets, Dunhuang 
mural datasets are created in the paper. Meanwhile, our network architecture SeparaFill is proposed which connects 
two generators based on U-Net. Based on the characteristics of the painting, the contour line pixel area of the mural 
image is innovatively separated from the content pixel area. Firstly, the contour restoration generator network with 
skip connect and hierarchical residual blocks is employed to repair contour lines. Then, the color mural image is 
repaired by the content completion network with guide of the repaired contour. Full resolution branches and genera-
tor branches of the U type are exploited in content completion generators. Convolution layers of different kernel 
sizes are fused to improve the reusability of the underlying features. Finally, global and local discriminant networks 
are applied to determine whether the repaired mural image is authentic in terms of both the modified and unmodi-
fied areas. The proposed SeparaFill shows good performance in restoring the line structure of the damaged mural 
images and retaining the contour information of the mural images. Compared with existing restoration algorithms 
in mural real damage repair experiment, our algorithm increases the peak signal-to-noise ratio (PSNR) by an average 
of 1.1–4.3 dB and the structural similarity (SSIM) values were slightly improved. Experimental results reveal the good 
performance of the proposed model, which can contribute to digital restorations of ancient murals.
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Introduction
Dunhuang murals retain the authentic works of famous 
artists over thousands of years, which have profound 
artistic, historical and cultural value. Due to the long-
term impact of natural weathering and human factors, 
these murals have undergone different kinds of disease, 
such as cracking, falling off, hollowing, pulverization, 
fading, color changing, getting mildewed, smudging and 

scratches, and so on. Therefore, there is an urgent need 
to restore the murals combined with the environment 
and painting materials. Meanwhile, the manual restora-
tion work of Dunhuang murals is arduous and complex. 
It requires the joint efforts and support of multiple dis-
ciplines [1]. The development of image processing and 
deep learning technology have enabled digital restoration 
of mural images to become a research hot topic.

The research for digital restoration of mural images are 
divided into two main categories, including digital image 
restoration based on traditional algorithms and the resto-
ration method based on deep learning. Cao et al. [2], Jiao 
et  al. [3], and Wang Hong [4] improved the traditional 
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algorithm to restore the mural image. While Wang et al. 
[5], Zhang et  al. [6], and Wen et  al. [7] proposed the 
improvement algorithms of the Generative Adversarial 
Networks (GAN) [8] based on the deep learning research. 
Currently, most of the researches are based on the pub-
lic datasets of natural images in the field of deep learn-
ing images restoration, which can capture the potential 
statistical laws in natural images through the learning of 
massive data. Dunhuang murals are meticulous heavy 
color painting with extremely and complexly structures 
and obviously different from the natural images restored 
by self-similarity characteristics, while the structure of 
mural images is mainly determined by the line drawing. 
Due to the complex content of murals, it is also difficult 
to distinguish the foreground and background. So it is 
very difficult to restore the mural image well using the 
original GAN networks. As there is lack of public mural 
image datasets so far, it is essential to establish the mural 
datasets based on the Dunhuang mural album.

The mural images are mainly subject to damage from 
a wide variety of causes, resulting in some small scale of 
mural diseases and some large areas missing. These small 
missing areas such as cracking, small falling off blocks 
and pulverization of the mural, tend to appear in clus-
ters and the areas intertwined with the complete areas. 
Those large missing areas such as scratch and large peel-
ing, account for a significant portion of the information 
of the mural image, which seriously affects the integrity 
of the mural. The traditional image restoration algo-
rithms are the ill-posed problems of filling in the missing 
pixels in digital images by interpolating from the prior 
information. Rudin et  al. [9] proposed the Total Varia-
tion (TV), which used the partial differential equation 
based on the principle of thermal diffusion to carry out 
anisotropic diffusion to repair the damaged areas. Zhang 
et  al. [10] replaced the integer order differential in the 
TV model with fractional order and further considered 
the image texture structure information to improve the 
accuracy of image restoration. The TV method achieves 
good effects on small missing areas, but it is prone to the 
problems of error diffusion and poor visual connectivity. 
The algorithm based on texture synthesis proposed by 
Criminisi et al. [11] considered the continuity of texture 
and can solve the problem of poor visual connectivity of 
partial differential equations to a certain extent. On the 
basis of the above algorithm, Guo et al. [12] and Cao et al. 
[2] improved the confidence of priority and the adaptive 
selection of template window size to optimize the effect 
of image restoration and avoided the diffusion phenom-
enon caused by the restoration.

With the continuous development of deep learning, 
deep neural networks have shown excellent ability in the 
prior knowledge learning of massive data [13, 14]. GAN 

networks can generate non-existent images through the 
learning of image features and become a research hotspot 
in the field of image restoration. Yeh et al. [15] proposed 
a semantic image restoration model with depth genera-
tion mode by adopting the Deep Convolutional GAN 
(DCGAN) structure and using context-weighted loss to 
search for the closest encoding of the corrupted image, 
which has good performance on restoring images with 
the simple structure. Zhang et  al. [16] used a four step 
incremental generation networks to restore the image 
under the square mask, but this restoration method can-
not deal with the irregular mask. Liu et al. [17] proposed 
an image restoration method based on partial convo-
lution (Pconv) by using partial convolution with mask 
instead of full convolution filling and it can repair the 
irregular holes of images. Guo et  al. [18] designed the 
network generator as a network block with two parallel 
branches of low resolution and full resolution. Through 
the superposition of network blocks, the mask area was 
gradually cleaned and reduce to zero. Yu et al. [19], Naz-
eri et al. [20] and Zamir et al. [21] adopted two connected 
generators to restore the image. Yu et  al. [22] further 
proposed gate convolution on the previously model and 
replaced the ordinary convolution in the generator to 
make the mask update learnable. Xiong et  al. [23] pro-
posed a three-stage image restoration model to distin-
guish the foreground and background, which was suitable 
for a single object or architectural image with clear out-
line and was not operable for images with complex lines 
and rich content for murals. Ronneberger et  al. [24], Li 
et al. [25], Yang et al. [26], Jo et al. [27] and Liu et al. [28] 
introduced skip connections into the corresponding con-
volution layer of down sampling and up sampling based 
on the U-Net networks model to transfer the feature 
information extracted by the networks, so as to improve 
the utilization efficiency of the networks for low-level 
features and refine the texture of image restoration.

Traditional image repair methods can restore small 
damage, which is prone to blur in repair details. The 
image repair methods based on deep learning also have 
problems such as incomplete repair and disharmoni-
ous texture during large-area repair. In view of the 
above problems arising in the restoration of the murals, 
the painting characteristics of the Dunhuang murals 
are analyzed to improve the restoration network, so as 
to better repair the details of the murals. Two genera-
tors connected image restoration networks (SeparaFill) 
is proposed according to the characteristics of mural 
painting. The algorithm based on U-Net network [24] 
restore the contour lines of the image firstly and then 
restore the color areas inside the contour lines of the 
image. The improvements achieved by the proposed 
method are mainly reflected in the following aspects: (1) 
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skip connections are added to the contour restoration 
network for feature channel fusion to realize the reuse 
of low-level features and extract the high-level seman-
tic features of the image by using Hierarchical Residual 
Networks(Res2Net) [29]; (2) an accumulation feature 
extraction mechanism is proposed to realize multi-level 
feature fusion under different resolutions in the con-
tent completion restoration network, and self-attention 
mechanism is introduced to restore image details. (3) 
Because of the small datasets, the Siamese Network idea 
of Meta learning is introduced to the discriminator net-
work, and the contrast loss function commonly used in 
the Siamese Network is incorporated into the discrimi-
nator optimization. Compared with other algorithms, 
this method can achieve better performance. The pro-
posed network architecture SeparaFill which connected 
two generators based on U-Net, separates the image 
repair work into contour line restoration and color block 
restoration, so that the image contour structure can be 
repaired carefully, and can also be better repaired when a 
large area is damaged.

Methods
It is observed that the murals are dominated by contour 
lines through the analysis of the painting characteristics 
of murals. Therefore, its pixels can be divided into con-
tour line parts and color block parts separated by con-
tour line for a mural image. The contour line parts of 
the mural image are composed of rich thin, narrow and 
continuous lines. Meanwhile, the contour line color is 
relatively single, which usually contains the dark colors 
such as black, brown and red. However, the color block 
parts contain rich color information. The size and shape 
depend on the contour line, but the gray scale inside the 
color block is continuous and the texture information is 
simple. With the above mural image characteristics, a 
two generators connected mural image restoration net-
work based on U-Net network architecture is proposed. 
This method restores the mural image contour and its 
internal color blocks separately and reduces the difficulty 
of restoration. After training, the network can obtain the 
better restoration result compared with other algorithms.

The mural restoration network mainly consists of three 
parts: contour restoration generator network, content 
completion restoration generator network, global and 
local discriminator network.

The damaged image is obtained by multiplying the 
image with the mask, Let Igt be ground truth images, M 
be mask images, x(i)masked = Igt ⊙M be the masked image, 
sketchgray(i) is obtained by the Holistically-nested Edge 
Detection (HED) algorithm [30], and the contour dam-
aged image sketch(i)masked = x

(i)
masked ⊙ sketchgray(i) ⊙M . 

Feed the damaged contour image and damaged image 
into the contour restoration generator network, at 
the same time, Let sobel(i) as the edge image of the 
damaged image via Sobel edge detection process-
ing. Using the x(i)masked , sketch(i)masked and sobel(i) as input 
of contour restoration generator. Fill the contour 
recovery map sketch(i)g  into the image’s missing area, 
x
(i)
masked1 = sketch

(i)
g ⊙ (1−M)+ x

(i)
masked , the large miss-

ing block is further divided into several small areas. The 
damaged contour image obtained by multiplying with the 
mask is input into the contour repair generator network. 
At the same time, the Sobel edge detection processing 
is conducted on the damaged image to acquire the edge 
image, which is input to the generator input end together 
with the damaged color image to assist the contour res-
toration. The recovered contour is filled into the image 
to be repaired to further split the damaged areas of the 
image. Meanwhile, the contour recovery map is also sent 
to the content completion restoration generator in the 
second stage to guide the restoration of the image. The 
discriminator network of contour restoration is as same 
as content completion restoration, which is composed 
of local discriminator and global discriminator. The net-
work framework is shown in Fig. 1.

Contour restoration network
The generator of the contour restoration network is 
improved on the EdgeConnect model [20]. 9 channels are 
put into the network, which include the damaged contour 
image of RGB (red, green, blue) three channels, the dam-
aged image and the edge feature map extracted by Sobel 
edge detection. The input of the damaged image with the 
edge image together provide rich information for net-
work and guide the contour restoration. The network 
consists of a down sampling convolution block contained 
a 5 × 5 convolution layer and three 3 × 3 convolution lay-
ers, 8 Res2Net blocks and a up sampling recovery reso-
lution convolution block. Skip connections are added to 
four up sampling convolution layers and down sampling 
convolution layers. Skip connections reuse the edge fea-
tures of lower layers and retain more dimension infor-
mation. So, the up sampling network of the generator 
can select between shallow features and deep features to 
enhance the robustness of the network. For the convo-
lution in the shallow feature extraction network and the 
up-sampling convolution network, we use gate convolu-
tion to replace the ordinary convolution.

The block of Res2Net is used to replace the residual 
block structure in contour restoration network. Res2Net 
block modifies the structure of Residual Networks 
(ResNet) block [31] which is shown in Fig.  2. Firstly, 
the input features are passed through a layer of 1 × 1 
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convolution, further divide the output features equally 
according to the number of channels, and fuse the seg-
mented features in different channel blocks. The expres-
sion formula is as follows:

where xi represents the number of equally divided blocks, 
s represents the number of equally divided blocks, y rep-
resents the output of convolution, and Ki() represents 
3 × 3 convolution. The residual structure of Res2Net 
retains the function of ResNet to avoid gradient disap-
pearance and gradient explosion, and realizes channel 

(1)yi =

{

xi i = 1;

Ki(xi + yi−1) 1 < i ≤ s
.

block multiplexing of the 3 × 3 convolution layer in 
the ResNet block. This multi-scale channel fusion of 
input features can make the ability of feature extraction 
stronger without add network parameters.

Content completion restoration network
The aim of the second stage is to complete the color blocks 
between the contour lines. The network inputs are the con-
tour map generated in the first stage and the corresponding 
damaged image after repairing contour lines. Content com-
pletion restoration block include a U-shaped image repair 
branch network and a convolution branch without down 
sampling. Through the superposition of multiple modules, 

Fig. 1  Our network framework
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the missing areas can be repaired finely. The U-shaped 
image repair branch network consists of the 4 down sam-
pling convolution layers that the kernel is 3 × 3 with 2 step 
sizes, the feature extraction network with two self-attention 
blocks, and up sampling layers of 3 × 3 convolution corre-
sponding to the down sampling layers. After adding feature 
fusion directly, the feature map of each dimension contains 
more features. This operation reduces network parameters 
and memory footprint, thus can provide space for module 
stacking. Furthermore, an accumulation feature extraction 
mechanism is proposed, the feature map output through 
each convolution layer is superimposed with the feature 
map output through the layer in front, so as to realize multi-
level feature fusion under different resolutions. The imple-
mentation formula is as follows:

where yl represents the convolution fusion output of 
layer l , and yi represents the fusion output of convolution 
layer i . It can be seen from the formula that the superpo-
sition fusion mechanism makes the features extracted by 
the fusion convolution layer accumulate the characteris-
tics output of all the convolution layers in front. Since the 
feature fusion of direct addition requires the same size 
of the input feature map, the feature map with different 
resolution is matched by reducing the resolution through 
1 × 1 convolution layer.

As the convolution kernel operates from the local 
region of the image and represents the local features, 

(2)yl =
yl

2l
+

1

2l

l
∑

i=1

2
i−1yi,

the influence of the global features on the current region 
becomes very small with the deepening of the convolu-
tion network. Self-attention mechanism [32] can capture 
long-distance dependencies, namely pay attention to the 
global characteristics so as to enlarge receptive fields of 
the network. After the feature accumulation layer, the 
self-attention mechanism is employed to capture the 
overall features and detail features of the mural image. It 
can make the generated image more detailed in Fig. 3.

The other branch does not use down sampling in the 
process of sending and processing the input image infor-
mation, and keeps the resolution of the original input 
information, so as to reuse the input information and 
help refine the texture of the image restoration.

Dilated convolutions are used in the content comple-
tion restoration network. The dilation is set as a loop of 
1, 2 and 5 to increase the perception domain of the con-
volution. Since the large damaged area has divided into 
small pieces after the contour lines have been repaired 
in the first stage, the difficulty of restoration becomes 
easier. Therefore, the partial convolutions with fewer 
parameters are exploited to update the mask and perform 
detailed restore through the superposition of modules.

Loss function
The loss function in the contour inpainting phase is 
expressed as:

where Ladv is the adversarial loss based on the discrimi-
nator, Lrec is the L1 reconstruction loss, LFM is the feature 

(3)Ls_G = �advLadv + �recLrec + �FMLFM ,

Fig. 2  a Residual block of EdgeConnect and b Residual block of Res2Net



Page 6 of 13Lv et al. Heritage Science          (2022) 10:135 

matching loss, and �adv , �rec and �FM are the weights of 
each loss respectively.

GAN obtains the optimal solution by optimizing the 
value function. The value function is expressed as:

where xrepresents the input data, Pdata(x) represents the 
distribution of the real data Pout(i) represents the distri-
bution of the image generated by the generator, D repre-
sents the discriminator, the probability that the output 
input is the real data, and G represents the generator, 
which outputs the generated image. The goal of the dis-
criminator is to maximize the value function.

The reconstruction loss is used to constrain the image 
pixel level restoration, so as to optimize the detail 
restore ability of the contour. The reconstruction loss is 
expressed as follows:

where masks is the binary mask image, and ⊙ is the Had-
amard product, used to calculate the global and local 
reconstruction losses for the generated image and the 
hole area under mask constraints respectively, �rec repre-
sents the weight value of the loss function.

The feature-matching loss is used to compare the fea-
ture maps in the intermediate layers of the discriminator. 
The feature-matching loss is expressed as follows:

(4)

min
G

max
D

V (D,G) =Ex∼Pdata(x)[logD(x)]

+ Ei∼pout (i)[log (1− D(G(i)))],

(5)
Lrec =

∥

∥Irecover− Igt
∥

∥

1
∗�rec+�Irecover ⊙masks

−Igt ⊙ masks
∥

∥

1
∗�rec,

(6)

LFM = E

[

L
∑

i=1

1

Ni

∥

∥

∥
D
(i)
1

(

Igt
)

− D
(i)
1 (Irecover)

∥

∥

∥

1

]

∗ �FM ,

where L is the number of convolution layers of the dis-
criminator, Ni is the number of characteristic diagrams of 
the activation layer of layer i, and D1

(i) is the activation 
number of layer of the discriminator.  �FM is the regulari-
zation parameter.

The content restoration network needs to restore the 
texture of the image and maintain the semantic con-
sistency between the restored image and the ground 
truth image. The loss function consists of confronta-
tion loss, reconstruction loss, perceptual loss [33] and 
structural similarity loss. The loss function is 
expressed as follows:

The loss function and weight of the reconstruction loss 
Lrec and adversarial loss Ladv are the same as first part of 
contour restore. In order to better ensure that the texture 
and color of the image restoration area fit the original 
mural, and make the style of the whole restored image 
consistent, the perceptual loss function is introduced. 
The perceptual function is divided into content loss 
and style loss, compares the high-level abstract features 
through the VGG 19 pre-training model, the formula is 
as follows:

where Cj , Hj and Wj represent the channel numbers, 
height and width of the characteristic graph respectively, 
j represents the jth layer of the network, and ϕ repre-
sents the output after convolution network processing. 
Content loss let the generated image obtain better visual 
effect, but large loss weight will produce texture to image 

(7)
LG = �advLadv + �recLrec + �SSIMLMS−SSIM + �styleLstyle,

(8)ℓ
ϕ,j
feat

(

∧
y, y

)

=
1

CjHjWj

∥

∥

∥

∥

ϕj

(

∧
y

)

− ϕj
(

y
)

∥

∥

∥

∥

2

2

,

Feature map

1×1

1×1

1×1

A

B

C

Transpose

softmax

Attention map

Self-attention 

mechanism

Fig. 3  Structure of self-attention mechanism
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that does not conform to the original image, so it is nec-
essary to reduce the weight of content loss in the later 
stage of training.

The multi-scale structure similarity loss function [34] 
is introduced. The combination of structural similarity 
loss and L1loss can balance the brightness and color of 
the image, thus making the restored image more detailed. 
The function expression is as follows:

where MSSSIM(˜p) is SSIM calculation for images with 
different resolutions after scaling, which can obtain bet-
ter results than simple SSIM loss.

Training and testing procedures
Limited by the small mural image datasets, the parameter 
of batch size of training will affect the training results. 
Therefore the parameter of batch size is set as 5, each of 
which batch has 3000 data, and the parameter of num_
workers is set as 16, which is used to preload the batch 
data of the next iteration into memory.

The specific algorithm steps are as follows in Table 1.

Results and discussion
Data source
In this paper, some clear and well-preserved murals of 
characters in the Tang Dynasty from the electronic scan-
ning edition of Dunhuang Mural Art (all 10 volumes), 

(9)LMS−SSIM(P) = 1−MS−SSIM
(∼
p
)

,

Chinese Dunhuang murals (all 11 volumes) and Dunhuang 
Grottoes (all 26 volumes) were used. After cleaning the 
image data, eliminating duplicate mural images, 2175 orig-
inal data images, consist of 172 images of the early Tang 
Dynasty, 271 images of the prosperous Tang Dynasty, 859 
images of the middle Tang Dynasty, 743 images of the late 
Tang Dynasty and 130 images of the Five Dynasties were 
obtained, and all of them were 512 × 512 in size. A total 
of 300 images were randomly selected from the images 
of each dynasty as the test sets, and the remaining 1875 
images as training sets. The datasets are expanded by mir-
ror operation, and then divided each original mural image 
into four small sub-images (256 × 256) by horizontal and 
vertical segmentation. After that, a training dataset with 
15,000 images and a test dataset with 2400 images were 
obtained and the size of each image was 256 × 256 × 3, 
which contained rich mural feature elements such as the 
clothing, texture, face and decoration. The same number 
of images was randomly selected from the mask datasets 
to correspond to the mural images one by one. The size of 
each mask image was 256 × 256 × 1. Mask datasets imi-
tated irregular damages such as cracking, falling off, pul-
verization, getting mildewed, smudging and scratches in 
mural diseases. The damaged RGB image was acquired by 
multiplying the mural image and the mask image.

Experimental environment
To verify the effectiveness of the proposed method, 
tests on mural image restoration were carried out. The 

Table 1  Pseudocode of algorithm

Initialize the parameters of generator G, discriminators D1 and D2, iterations = n, batch_size = m, and the super parameter k = 1 representing the steps 
of discriminator

 for number of training iterations do

  for k steps do

      ▪  The m real images 
{

x(1) , x(2) , . . . , x(m)
}

 were taken randomly from Pdata(x)

      ▪ The m mask maps {M1,M2, . . . ,Mm} were taken in Mmask paired with the images

      ▪ via the HED networks to obtain contour sketchgray(i) from x(i)

      ▪ sketch(i) = x(i) ⊙ sketchgray(i)

      ▪ x(i)masked = x(i) ⊙M , sketch(i)masked = sketch(i) ⊙M

      ▪ sketch(i)g = sketch(i) ⊙M+ G1
(

sketch(i) ,M
)

⊙ (1−M)

      ▪ x(i)masked1 = sketch
(i)
g ⊙ (1−M)+ x

(i)
masked

      ▪ Image inpainting x(i)g = x
(i)
masked1 ⊙M+ G2

(

x
(i)
masked1,M

)

⊙ (1−M)

      ▪ Calculate the restoration loss LdS , Ld based on the input and restore samples

      ▪ Update the parameters of discriminators D1 and D2 through Adam optimization algorithm

  end for

      ▪ Get m samples randomly from Pdata(x) and Mmask , constructing damaged images x(i)masked , sketch(i)masked , calculate the loss LdS , Ld based on the 
input samples and restored samples generated by the network

      ▪ Update the parameters of discriminators D1 and D2 through Adam optimization algorithm

  end for
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hardware environment in this experiment mainly con-
sists of an Intel Xeon e5-2620 V4 @2.1GHZ with 128 GB 
memory and four Nvidia GeForce GTX 1080 Ti graph-
ics cards with 11 GB memory. The software environment 
includes the JetBrains Pycharm compiler, running on a 
Windows 10 system. The software was written in python 
3.8, and Pytorch was used as the framework for complete 
mural image restoration.

Restoration of the randomly damaged murals
In order to verify the effectiveness of the mural image 
restoration model proposed in this paper, our network 
model are compared with Pconv [17], EdgeConnect [20], 
FRRN [18], RN [35] and RFR [36] networks on the test 
image datasets established in the paper. The mask images 
were randomly selected from the test mask data set to 
cover the test images, and the mural images of artificial 
damage were obtained. These images were then sent to 
the trained network to obtain the prediction image. For 
the image restoration results of different network models, 
peak signal-to-noise ratio (PSNR) and structural similar-
ity (SSIM) are used as the quantitative evaluation indi-
ces. The objective comparison of repair results is shown 
in Tables 2, 3. The running environment of all networks 
above is the same as our algorithm.

As can be seen from Fig. 4, the restoration part of the 
algorithms in RN [35], EdgeConnect [20] and RFR [36] 
is relatively fuzzy. When the damaged area contains 
structural information, the original contour of the image 
cannot be well restored with algorithms Pconv [17] and 
FRRN [18]. In this case, our network can not only obtain 
the prediction map with high PSNR and SSIM values, 

but also express the visual connectivity and structural 
consistency of the image well. With the increase of the 
degree of damage, the PSNR and SSIM of all 5 com-
pared algorithms decrease significantly, problems such 
as incomplete inpainting, and image pixel error diffusion 
have appeared. However our algorithm can still maintain 
the contour integrity and continuity of mural image, such 
as ribbon, sphere, hat wing, shoulder of the characters in 
the painting, and restore its complete structure with less 
effective information of the image.

Restoration of the authentic damaged murals
For the real damaged Dunhuang mural images, it is 
need to label and mark the real damaged area artificially, 
and the ground truth for these damaged historical rel-
ics disappeared many years ago. Therefore, 181 images 
with disease were selected from the test set images and 
labeled the disease areas manually. These images are used 
to test the repair effect of the algorithm on real disease 
images. Our method is compared with the algorithm in 
Refs. [20] and [18]. The objective evaluation value of all 
the test image repair results was averaged, and the results 
are shown in Figs. 5 and 6. It can be seen that the peak 
signal-to-noise ratio (PNSR) of our proposed algorithm 
are 4.3 dB and 1.1 dB higher than the EdgeConnect and 
FRRN algorithms respectively, and the structural simi-
larity are 3.4% and 0.9% higher than the above algorithm 
respectively.

To further analyze the algorithm’s availability, some 
samples were selected for sample-by-sample analysis.

Figure  7 gives five samples with small damage areas. 
The objective comparison of repair results is shown in 

Table 2  Comparison of SSIM value of each algorithm

Sample Pconv EdgeConnect FRRN RN RFR SeparaFill (ours)

1 0.9556 0.9187 0.9769 0.9322 0.9354 0.9788
2 0.9347 0.9113 0.9699 0.9434 0.9483 0.9677

3 0.7801 0.7904 0.9310 0.8774 0.8453 0.9234

4 0.7982 0.7509 0.8999 0.8108 0.8355 0.8826

5 0.8166 0.8135 0.9118 0.8291 0.8623 0.9067

Table 3  Comparison of PSNR value of each algorithm

Sample Pconv EdgeConnect FRRN RN RFR SeparaFill 
pl (ours)

1 31.73 24.86 33.78 26.92 24.57 33.86
2 31.54 26.16 33.69 30.57 30.45 34.25
3 30.54 24.58 32.71 28.66 27.52 33.36
4 22.36 19.69 25.96 22.39 22.86 25.33

5 24.22 23.15 27.48 22.67 24.66 27.02
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Table 4. It can be seen that the proposed method has sig-
nificant advantages in objective evaluation in PSNR and 
SSIM indexes. For example, sample 2 is a figure’s neck 
image, the PSNR and SSIM values of our algorithm are 
34.53 and 0.9714 respectively, while the EdgeConnect 
algorithm are 30.86 and 0.9540, FRRN algorithm are 
33.72 and 0.9678 respectively.

As can be seen from Fig. 7, the predicted image qual-
ity of our algorithm is high if damaged area is small. The 
proposed algorithm has a good and stable restoration 
effect on distributed discrete damages, small pulveriza-
tion, scratches, cracks and other diseases. Our method 
can keep the fill area consistent with the style and texture 
of the original image, and effectively remove the impact 
of this kind of disease on the mural image. The contour 

Fig. 4  Comparison of large area damage restore results, a Ground truth, b Damaged image, c Pconv, d EdgeConnect, e FRRN, f RN, g RFR and h 
SeparaFill(ours)
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line is repaired firstly, and then the color block area in 
the contour is contented, which has strong robustness. 
By increasing the mask area, the influence of discolored 

pixels in the neighborhood of the crack area can be 
reduced, so that the damaged mural can be effectively 
repaired.

Fig. 7  Comparison of small area real damage inpainting, a masked image, b EdgeConnect, c FRRN, d restored contour(ours), e SeparaFill(ours), f 
ground truth

Table 4  Comparison of SSIM value and PSNR value of each algorithm with large area damage restoration

Sample EdgeConnect FRRN SeparaFill (ours)

PSNR SSIM PSNR SSIM PSNR SSIM

1 25.19 0.8874 29.86 0.9457 30.65 0.9512
2 30.86 0.9540 33.72 0.9678 34.53 0.9714
3 25.69 0.8946 29.77 0.9566 31.76 0.9613
4 23.03 0.8327 26.98 0.9059 28.51 0.9206
5 26.11 0.8687 30.23 0.9342 32.36 0.9533
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Figure  8 gives four samples with large damaged areas, 
including diseases of the large-area pulverization, falling 
off, fading and other diseases of murals. For these diseases, 
it is difficult to obtain realistic inpainting results because 
there is less effective information and it is very difficult to 
label the mask completely. As can be seen from Fig. 8, com-
pared with the other algorithms, the proposed algorithm 
has obvious advantages in eliminating the influence of dense 
mildew on the image, completing the damaged wall, and 
coloring the faded area. The style of the repaired area and 
the background area tends to be consistent. Our method 
can avoid the unrepaired area in the FRRN algorithm and 
the disharmonious texture in the EdgeConnect algorithm. It 
can reduce the impact of the damaged area and restore the 
"original appearance" of murals as much as possible when 
the mask completely covers the damaged area.

Conclusions
According to the painting characteristics of Dunhuang 
murals, a two generators connected image restoration 
networks (SeparaFill) based on U-Net is proposed. An 

accumulation feature extraction mechanism is pre-
sented to reuse the low-level features of images effec-
tively. Firstly, the contour restoration of the image 
is achieved, and then the completed image contour 
is used to guide the restoration of color mural image. 
Experimental results indicate that our algorithm is very 
effective and show outstanding inpainting performance 
for both the objective comparisons and the visual per-
formance. Compared with recent algorithms, the algo-
rithm proposed in this study maintains a high PSNR 
and SSIM index of the repaired mural image. Our algo-
rithm is more consistent with human subjective vision 
in large-scale damaged image restoration and complex 
texture restoration.

However, the contour line extracted from mural 
image is not very distinct because the mural image is 
extracted directly on the HED network trained by the 
mural datasets. When extracting the contour line, there 
is no improvement of network and neither modify the 
parameters of network. At the same time, the image 
source comes from the electronic scanning version of the 

Fig. 8  Comparison of large area real damage inpainting, a manual mask, b masked image, c EdgeConnect, d FRRN, e SeparaFill(ours), f ground 
truth
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mural album, which has greatly influence on the quality 
of the mural image in the process of printing and scan-
ning. The pixel blocks at the edge of the damaged area 
are badly jagged, so it is very difficult to cover them one 
by one during the manual mask labels. Due to the above 
problems, the inpainting of some local details of line 
structures is not very ideal. In the future, we will search 
for high-quality mural images to create datasets, and the 
contour extraction algorithm will be improved to obtain 
the distinctly contour of mural images. For large dam-
aged mural images, the interactive manual assistance will 
be provided to restore line details and labeled more accu-
rately to reduce the adverse effects caused by inaccurate 
calibration.
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