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Abstract 

Background:  This paper presents the trend analysis of temperature and the effect of climate variation in the city 
of Addis Ababa, Ethiopia. The paper seeks to provide up-to-date information for the better management of climate 
change in the city. The analysis is based on the temperature difference in the city over two stations—Bole and Entoto. 
The overall purpose of this study is to investigate the possible trend of temperature variation as well as the effect of 
climate change in the study area.

Method:  The Mann-Kendall (MK) trend test and Sen’s slope estimate were employed to find the nature of the tem-
perature trend and significance level in the city.

Results:  It was found that the MK2/MK3 statistic (Z) value for minimum, maximum and average temperatures for 
Bole station are 6.21/5.99, 2.49/2.6, and 6.09/6.14 respectively. The positive Kendall’s Z value shows an upward trend 
and implies an increasing trend over time. This indicates a significant increase in the trend at a 5% level of significance 
since the significance level (alpha) is greater than the computed p-value (0.05 > p-values (0.0001)). Whereas for Entoto 
station, the MK1 statistic (Z) results are 1.64 for minimum, while the MK2/MK3 static (Z) are 0.71/0.65 for the maximum, 
and 0.17/1.04 for average temperature, and this positive value shows an indicator of an increasing trend. However, 
the increase is not significant at the 5% significant level since the computed p-value is larger than the significant level 
(alpha = 0.05).

Conclusions:  There is a tendency of temperature increments in Bole station. This could be due to the influence of 
climate change which can lead to weather extremes in the capital city. Therefore, the study recommends that the 
variability of temperature needs further monitoring technique, and there is a need to consider the increasing tem-
perature trend to minimize its effects on human health.
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Background
Climate change has become one of the most essential 
concerns in the field of sustainable development, and its 
impacts (rising of sea levels, melting of polar ice caps, 
wild bush fires, intense droughts etc.) can be felt in differ-
ent parts of the globe (Dioha and Kumar 2020; Ali et al. 
2013). The warming of our planet due to the emission of 

greenhouse gases is now unquestionable; and over the 
last century, the CO2 atmospheric concentration has 
increased significantly and has, in turn, induced the aver-
age global temperature to increase by 0.74  °C as com-
pared with the preindustrial era (UNFCCC 2007). The 
high temperature in urban areas affects mostly health, 
economy, leisure activities, and wellbeing of urban resi-
dents. Thermal stress caused by warming highly affects 
the health of vulnerable peoples (Tan et  al. 2010; Patz 
et al. 2005). Developing countries are mostly affected by 
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climate change, and Ethiopia is an example of the most 
vulnerable countries (Cherie and Fentaw 2015).

The intensity and frequency of extremes can be easily 
changed by climate change and the changes in climate 
extremes and their impacts on a variety of physical and 
biological systems examined by the Intergovernmental 
Panel on Climate Change (IPCC) and their effects can 
also contribute to global warming (IPCC 2007). Many 
factors such as the expansion of cities, and fast popu-
lation growth rate along with migration from rural to 
urban areas pose a major challenge for city planners and 
also contributes to increasing climate change (WHO 
and UNICEF 2006; Alemu and Dioha 2020). Using vari-
ous General Circulation Models, Feyissa et  al. (2018) 
suggested future climatic changes and argued that a rise 
in temperature will exacerbate the urban heat highland 
effects in warm seasons and an increase in precipitation. 
Some environmental harms such as high temperature 
and extreme rainfall, which results in flooding in Addis 
Ababa, could be signals of climate change (Birhanu et al. 
2016). Also, the city temperature is mostly affected by 
anthropogenic activities along with climate change.

The Mann–Kendall (MK) (non-parametric) test is usu-
ally used to detect an upward trend or downward (i.e. 
monotonic trends) in a series of hydrological data (cli-
mate data) and environmental data. The null hypothesis 
for this test indicates no trend, whereas the alternative 
hypothesis indicates a trend in the two-sided test or a 
one-sided test as an upward trend or downward trend 
(Pohlert 2020). The Sen’s estimator is another non-par-
ametric method used for the trend analysis of hydro-
climate data set. It is also used to identify the trend 
magnitude. Hence, this test computes the linear rate 
of change (slope) and the intercept as shown in Sen’s 
method (Sen 1968). The MK test is widely documented 
in various literature, as a powerful trend test for effective 
analysis of seasonal and annual trends in environmen-
tal data, hydrological data (climate data), and this test is 
preferred over other tests because of its applicability in 
time-series data, which does not follow the statistical 
distribution.

There are numerous examples of MK trend test appli-
cations such as Asfaw et al. (2018) who used the MK test 
for the detection of trends in time series analysis and 
the result revealed that inter-annual and intra-annual 
variability of rainfall as well as the severity index value 
for Palmer drought shows that the trend for the num-
ber of drought years was increasing. Another study also 
employed a non-parametric MK test and Sen’s slope esti-
mates to test the trend of each extreme temperature and 
rainfall indices as well as their statistical significance in 

the Western Tigray, Ethiopia (Berhane et al. 2020). Simi-
larly, the trend analysis of temperature in Gombe state, 
Nigeria was analyzed using the MK trend test and Sen’s 
estimator to decide the nature of the temperature trend 
and significance level. The study found that average and 
maximum temperatures revealed positive Kendall’s sta-
tistics (Z) (Alhaji et al. 2018). In a different study, Yadav 
et al. (2014) used the MK test and the Sen’s Slope for the 
analysis of both trends and slope magnitude. The results 
indicated that in all thirteen areas of Uttarakhand (India), 
the trends of temperature and precipitation are increas-
ing in some months, whereas in some other months the 
trends were decreasing. Getachew (2018) used the MK 
trend test for the analysis of rainfall and temperature 
trends in the south Gonder zone (Ethiopia). The study 
found that a statistically significant increase in Nefas 
Mocha and Addis Zemen for mean annual temperature. 
Kuriqi et al. (2020) applied the MK methodology to vali-
date findings from Sen’s slope trend analysis in a study 
on the seasonality shift and streamflow flow variability 
trends in India.

Furthermore, the MK test and the Sen’s estimator test 
has been applied to examine the significant trend of rain-
fall, temperature, and runoff in the Rangoon watershed 
in Dadeldhura district of Nepal. The result revealed that 
there were warming trends in the study area (Pal et  al. 
2017). In contrast, Machida et al. (2013) studied whether 
the MK test is an effective methodology for detecting 
software aging from traces of computer system met-
rics. But, the MK test result shows it is not a powerful 
trend test. The authors’ experimental study showed that 
the use of MK trend test in detecting software aging is 
highly exposed in creating false positives (Machida et al. 
2013). Other studies have applied the MK test for the 
assessment of spatial and temporal trends such as in 
Northern Iran (Biazar and Ferdosi 2020) and in Kansas, 
USA (Anandhi 2013). Despite the various application of 
the MK trend test in different parts of the world, stud-
ies analyzing the non-parametric MK test is commonly 
employed to detect monotonic trends in a series of envi-
ronmental data, climate data or hydrological data. But 
some limited studies such as Machida et al (2013) showed 
that the MK test is not a powerful trend test for software 
aging and the variation in this result and other studies is 
because of differences in study variables/materials.

However, the MK test is a non-parametric (distribu-
tion-free) test which is used to analyze time-series data 
for consistently monotonic trends. These non-paramet-
ric methods have several benefits such as the handling 
of missing data, the requirement of few assumptions, 
and the data distribution independence (Öztopal and 
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Sen 2016; Wu and Qian 2017; Kisi 2015). Nevertheless, 
the major disadvantage of the method is the influence of 
autocorrelation in data on its test significance. Several 
modifications in the MK test have been proposed by dif-
ferent authors to remove the influence of autocorrela-
tion done with varied techniques and one of the most 
common tests is corrected for bias before pre-whitening 
(Malik et al. 2019; Sanikhani et al. 2018; Su et al. 2006). 
The MK test is mostly chosen for the analysis of climatic 
data since its measurement does not follow the normal 
distribution. Thus, the present study has employed the 
MK trend test and Sen’s slope estimate to understand the 
nature of the temperature trend and significance level 
in the study area. Hence, the current study is conducted 
based on the temperature variation in the city of Addis 
Ababa over two stations—Bole and Entoto. The historic 
temperature used for Bole station is from 1983 to 2016 
and the Entoto station from 1989 to 2016. In addition to 
this, the selection of this station is also classified based on 
geographical variation and the altitude differences.

The overall objective of this study is to investigate the 
trend of temperature in Addis Ababa City by using the 
Mann–Kendall trend test and Sen’s slope estimate as 
well as to look at the effect of climate change in the study 
area. The result of this study (i.e. temperature trends 
and their descriptive statistics) will help city planners in 
forecasting weather variations. It will also support uni-
versal health coverage by predicting the situation/sea-
sons in order to control seasonal disease outbreaks. In 
terms of contribution to the existing literature, this study 
introduces one of the earliest case studies in this subject 
matter for Ethiopia and the findings will be useful in miti-
gating the adverse impacts of climate change in the coun-
try. Also, the analytical framework presented here can 
be employed by other researchers to study temperature 
variations in other regions of the world. While this paper 
is crafted with a local case study, the results will also be 
useful for international literature.

The rest of this paper is structured thus:   Sect.  2 
explains the research methods used in the study which 
incorporates the study area, data quality control, differ-
ent MK Tests, Sen’s Slope estimator, ITA analysis, data 
collection, and processing, as well as data analysis tools. 
Section 3 describes the results and brief discussion, while 
the general study conclusions are presented in  Sect. 4.

Materials and methods
We employed the Mann–Kendall (MK) trend test 
and Sen’s slope estimate to examine the nature of the 
temperature trend and significance level in the study 
area. Figure  1 shows the general study methodological 
framework.

Description of the study area
Addis Ababa is the capital city of Ethiopia and it is found 
in the heart of the country surrounded by Oromia which 
is geographically located at longitude 38° 44′ E and lat-
itude of 9° 1′ N. According to the 2007 census, the city 
have a total population of 2,739,551 inhabitants. Addis 
Ababa comprises 6 zones and 28 woredas. Addis Ababa 
covers an area of about 540 Km2 and it lies between 2,200 
to 2,500 m above sea level. The city lies at the foot of the 
3,000 m high Entoto Mountains and the mountain Entoto 
is located in Gullele Sub City (within Addis Ababa city 
Administration). Furthermore, the lowest and the highest 
annual average temperature of the city is between 9.89 
and 24.64  °C (FDRE 2018; CSA 2007). Figure 2 shows a 
map of the study area.

Data quality control
The quality of the data was visually and statistically 
assessed. Visually, the temperature data were checked 
and detected for outlier and missing data to avoid errone-
ous/typing error data that can cause changes in the final 
result. Whereas, the MK test method was checked and 
tested statistically with the trend free pre-whiting process 
and the variance correction approaches before applying 
the test. The trend free pre-whiting process was proposed 
to remove the serial correlation from the data before 
applying the trend test (Yue et  al. 2002; Hamed 2009). 
Likewise, to overcome the limitation of the occurrence of 
serial autocorrelation in time series, the variance correc-
tion procedure was applied as proposed by (Hamed and 
Rao 1998).

Mann–Kendall test (MK1)
MK trend test is a non-parametric test used to identify 
a trend in a series. It is also used to determine whether a 
time series has a monotonic upward or downward trend. 
The non-parametric MK test is commonly employed to 
detect monotonic trends in a series of environmental 
data, hydrological data, or climate data. The null hypoth-
esis (H0) shows no trend in the series and the data which 
come from an independent population are identically dis-
tributed. The alternative hypothesis, Ha, indicates that 
the data follow a monotonic trend (i.e. negative, non-
null, or positive trend). There are two benefits of using 
this test. First, it does not require the data to be normally 
distributed since the test is non-parametric (distribu-
tion-free test) and second, the test has low sensitivity to 
abrupt breaks due to inhomogeneous time series. The 
data values are evaluated as an order time series and all 
subsequent data values are likened from each data value. 
The time series x1, x2, x3… xn represents n data points.
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The MK test statistic (S) is calculated as follows:

where

Note that if S > 0, then later observations in the time 
series tend to be larger than those that appear earlier 

(1)S =
∑n−1

i=1

∑n

j=i+1
sign(Xj− Xi)

(2)sgn(x) =







1 if x > 0
0 if x = 0
−1 if x < 0

in the time series and it is an indicator of an increasing 
trend, while the reverse is true if S < 0 and this indicates a 
decreasing trend.

The mean of S is E[S] = 0 and the variance (σ2 ) of S is 
given by

where p is the number of the tied groups in the data set 
and tj is the number of data points in the jth tied group. 

(3)

σ2 =
1

18

{

n(n − 1)(2n + 5)−
∑p

j=1
tj(tj− 1)(2tj+ 5)

}

Mann-Kendall trend test and 
Sen's slope estimate analysis

Data collection (secondary data)

Data Analysis Tools 

Mann-
Kendall trend 

test 
(MK1/MK2/

MK3)

MK Stat (s),
MK tau,

Test statistics (z), 
Variance

and 
P - value 

ITA analysis

Sen's 
slope 

estimate
Descripitive 

Statistics

Minimum Temprature,
Maximum Temprature,
Average Temprature,

Variance, and 
Standard Deviation 

Comparative Analysis of 
different futures for both 

stations

Recommendations

Fig. 1  General methodological approach
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The statistic S is approximately normally distributed pro-
vided that the following Z-transformation is employed:

A normal approximation test that could be used for 
datasets with more than 10 values was described, pro-
vided there are not many tied values within the data set. 
If there is no monotonic trend (the null hypothesis), then 

(4)Z =











S−1√
σ2

if s > 0

0 if s = 0
S+1√
σ2

if s < 0

for time series with more than ten elements, z ∼ N (0, 1), 
i.e. z has a standard normal distribution. The probability 
density function for a normal distribution with a mean of 
0 and a standard deviation of 1 is given by the following 
equation:

The statistic S is closely related to Kendall’s as given 
by:

(5)f(z) =
1

√
2π

e
−z2

2

Fig. 2  Map of the study area
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where

where p is the number of the tied groups in the data set 
and tj is the number of data points in the jth tied group.

All the above procedures used to compute the Mann–
Kendall Trend test were collected and referenced from 
(Zaiontz 2020; Kendall 1975; Pohlert 2020).

Mann–Kendall test with trend‑free pre‑whitening (MK2)
Hamed (2009) recommended that there will be a 
decrease or an increase in S value when autocorrelation 
is positive or negative which is underestimated or over-
estimated by the original variance V(S). Therefore, when 
trend analysis is conducted for this data using MK1, it 
will show positive or negative trends when there is no 
trend. Hence, the trend free pre-whiting process (TFPW) 
was proposed by Hamed (2009) and the proposed pre-
whitening technique in which the slope and lag-1 serial 
correlation coefficient are simultaneously estimated. The 
lag-1 serial correlation coefficient is then corrected for 
bias before pre-whitening. Finally, the lag-1 serial cor-
relation components are removed from the series before 
applying the trend test. The following steps are used to 
determine trend analysis using the MK2 test. Calculate 
the lag-1 (k = 1) autocorrelation coefficient (r1) using:

If the condition  −1−1.96
√
n−2

n−1  ≤ r1 ≤ −1+1.96
√
n−2

n−1  is sat-
isfied, then the series is assumed to be independent at a 
5% significance level and there is no need for pre-whit-
ening. Otherwise, pre-whitening is required for the series 
before applying the MK1 test.

Equation (9) is used to remove the trend in time series 

data to get detrended time series.

X’ i = Xi – (β * i)      

where

Equation (8) is used to calculate lag-1 autocorrelations 
for detrended time series given by Xi. Using Eq.  (11), 

(6)τ =
S

D

(7)

D =
[

1

2
n(n − 1)−

1

2

∑p

j=1
tj(tj− 1)

]1/2[1

2
n(n − 1)

]1/2

(8)r1 =

1
n−k

∑n−k
i=1

(

Xi−
−
X

)(

Xi + k−
−
X

)

1
n

∑n
i=1 (X−

−
X)

2

(10)β = median

[

Xj− Xi

j− i

]

for all i < j.

remove the lag-1 autoregressive component (AR (1)) 
from the detrended series to get a residual series. 

Y’i = X’i – r1 * X’i-1

Yet again, (β * i) value is added to the residual series as 
follows;                           

Thus, the MK test is applied to the blended series Yi to 
determine the significance of the trend.

Mann‑Kendall test with variance correction (MK3)
Sometimes, removing lag-1 autocorrelation is not enough 
for many hydrological time-series datasets. To overcome 
the limitation of the presence of serial autocorrelation 
in time-series, a correction procedure was proposed by 
(Hamed and Rao 1998). First, the corrected variance S is 
calculated by Eq. (13), where V (S) is the variance of the 
MK1 and CF is the correction factor due to the existence 
of serial correlation in the data. 

 where

where rRk is lag-ranked serial correlation, while n is the 
total number of observations.

The advantage of the MK3 test over the MK2 test is 
that it includes all possible serial correlations (lag-k) in 
the time series, while MK2 only considers the lag-1 serial 
correlation (Yue et al. 2002).

Sen’s Slope estimator
Sen’s estimator is another non-parametric test used to 
identify a trend in a series as well as it shows the magni-
tude of the trend. The Sen’s slop estimate requires at least 
10 values in a time series. This test computes both the 
slope (i.e. linear rate of change) and intercepts accord-
ing to Sen’s method (Sen 1968). Likewise, as Drápela and 
Drápelová (2011) described that the linear model can be 
calculated as follows:

where Q is the slope, B is constant. According to Pohlert 
(2020), initially, a set of linear slopes is calculated as fol-
lows (Eq. 16):

Yi = Y’i + (β * i)     

(13)Corrected variance S(V ∗ (S)) = CF× V(S)

(14)

CF = 1+
2

n(n − 1)(n − 2)

∑n−1

k=1
(n − k)(n − k − 1)(n − k − 2)rR

k

(15)f(x) = Qx+ B

(16)Qi =
Xj− Xk

j− k
for j = 1, 2, 3 . . . N

(11)

(12)

(9)
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where Q is the slope, X denotes the variable, n is the 
number of data, and j, k are indices where j > k. The slope 
is estimated for each observation and the corresponding 
intercept is also   the median of all intercepts. Median is 
computed from N observations of the slope to estimate 
the Sen’s Slope estimator (Eq. 17):

where

where N is the Slope observations and n is the values of 
Xk in the time series.

According to Mondal et  al. (2012), when the N 
Slope observations are shown as Odd, the Sen’s Esti-
mator is computed as Qmed = (N + 1)/2 and for 
Even times of observations the Slope estimate as 
Qmed = [(N/2) + ((N + 1)/2)]/2. The two-sided test is 
carried out at 100(1 – α) % of the confidence interval to 
obtain the true slope for the non-parametric tests in the 
series.

The positive slope Qi obtained shows an increasing/
upward trend whereas the negative slope Qi obtained 
shows a decreasing/downward trend. But, if the slope is 
zero there is no trend other than things remain the same. 
To obtain an estimate of B (constant) in Eq.  (8), the n 
values of differences xi—Qti is calculated. The median 
of these values gives an estimate of constant B. The esti-
mates for the constant B of lines of the 99% and 95% con-
fidence intervals are calculated by a similar procedure 
(Pohlert 2020; MAKESENS 2002).

Innovative trend analysis (ITA) method
The Innovative trend analysis method was proposed by 
Şen (2011) for the detection of trends in time series. In 
this method, data are equally divided into two segments 
between the first dates to the last date. Both segments are 
arranged in ascending order and presented in the X- and 
Y-axis. The first segment is presented in the horizontal 
axis (x-axis) while the second segment is presented in the 
vertical axis (y-axis) in the Cartesian coordinate system. 
A bisector line at 1:1 (450) line divides the diagram into 
two equal triangles. If the data points lay on the 1:1 line, 
there is no trend in the data. If the data points exist in the 
top triangle, it is indicative of a positive trend (increasing 
trend). If the data lies in the bottom triangle, it indicates 
a negative trend (decreasing trend) in the data (Zhang 
et  al. 2008; Şen 2011). The Innovative Trend Analysis 
(ITA) of different temperatures graphs/plots for both 
stations were investigated through RStudio (i.e. package 

(17)Q =

[

QN+1
2 if N is odd

1
2

(

QN
2 +QN+1

2

)

if N is even

]

(18)N =
n(n − 1)

2

used ‘trendchange::innovtrend (X)’) as developed by Şen 
(2011).

Descriptive statistics
The descriptive statistics table provides summary infor-
mation on the binning input variables. The descriptive 
procedure displays univariate summary statistics for 
several variables in a single table. Statistics include the 
sample size (observations), mean, minimum, maximum, 
variance, standard deviation, and the number of cases 
with valid values. Values for Minimum and Maximum 
correspond to the lowest and highest categories of the 
factor variable. Whereas, the mean (is computed as the 
sum of all data values Xi, divided by the sample size n:

The sample variance is the classical measures of spread. 
Like the mean, they are strongly influenced by outlying 
values. Both the variance and standard deviation are 
measures of variability in a population. Variance is the 
average squared deviations from the arithmetic mean 
and the standard deviation is the square root of the vari-
ance. Thus, the variance is nothing but the square of the 
standard deviation, i.e.,

All the above procedures used to compute the descrip-
tive statistics were collected and referenced from (Gupta 
2007; Helsel and Hirsch 2002).

Data collection and processing
The daily climatic data for minimum and maximum 
temperatures were obtained from the National Mete-
orological Agency (NMA). The historic temperature was 
collected from two stations which are Bole station from 
1983 to 2016 (NY = 34) and Entoto station from 1989 
to 2016 (NY = 28). The overall research data for this 
study were collected based on secondary data sources to 
address the goals of the study. The data was used to anal-
yses the temperature trend of Addis Ababa city.

Data analysis tools
MK Trend Test and Sen’s Slope estimator were used to 
study the trend analysis of temperature. The Mann–Ken-
dall trend test results such as MK stat(s), Kendall’s tau, 
test statistics (Z), and P-value as well as the Sen’s slope 
Q were computed using XRealStats, XLSTAT 2020, and 

(19)Mean
(

X̄
)

=
∑n

i=1

Xi

n

(20)Variance(σ2) =
∑

(X−
−
X)

2

(n − 1)

(21)Standard Deviation(σ) =
√

σ2
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RStudio (i.e. documentation for package ‘modifiedmk’ 
version 1.5.0). MAKESENS version 1.0 was used for the 
graph of Sen’s estimate whereas the descriptive statistical 
techniques such as minimum, maximum, mean, standard 
deviation, variance, and also average annual temperatures 
graph were computed using Microsoft excel. The ana-
lyzed data was used to detect the trend of climate change.

Results and discussion
Mann‑Kendall test result
Trend analysis of Temperature for Addis Ababa City was 
done with 34  years of temperature data from Bole sta-
tion (1983–2016) along with 28  years of temperature 
data from Entoto station (1989–2016). MK test and Sen’s 
Slope estimator has been used to determine the temper-
ature trend. Figure  3a–d shows the graph of minimum, 
maximum, and average temperature, in addition to the 
comparison of the temperatures for Bole station, whereas 
Fig. 4a–d shows the graph of minimum, maximum, and 
average temperature, as well as the comparison of the 
temperatures for Entoto station.

From the MK test result, it was found that the Z value 
of MK2/MK3 for minimum, maximum, and average tem-
peratures for Bole station are 6.21/5.99, 2.49/2.6, and 
6.09/6.14 respectively, as stated in (Table 1). The positive 
Kendall’s Z value shows an upward trend and also implies 
an increasing trend over time. This indicates that there is 
a significant increase in the trend at a 5% level of signifi-
cance since the p-value is less than the significant level 
alpha (0.05) (Table  1). Whereas, for the Entoto station, 
the test statistic (Z) value of MK1 for minimum tempera-
tures is 1.64, and the test statistic (Z) value of MK2/MK3 
for maximum and average temperatures are 0.71/0.65, 
and 0.17/1.04 respectively, as displayed in (Table 1) and 
the positive value indicates an increasing trend but not 
significant at 5% significant level since the p-value is 
greater than the significant level alpha = 0.05 (Table  1). 
However, the minimum temperature for the Entoto sta-
tion used the original MK test without using the modi-
fied MK test since the criteria stated in Eq. (8) is satisfied 
and thus no need of pre-whitening test before applying 
the MK test. Therefore, we simply use the result of MK1 
without applying the serial correlation test.
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The result obtained in this study agrees with the find-
ings of an earlier study by Getachew (2018), whose 
results revealed that for maximum temperature, an 
increasing trend analysis is found to be statistically signif-
icant as the computed p-value (i.e. 0.03) is lower than the 
significance level (alpha = 0.05) and the researcher rejects 
the null hypothesis and accepts the alternative hypothesis 
for Addis Zemen station at south Gonder zone. Similarly, 
in Ethiopia, a study conducted by Johannes and Mebratu 
(2009) shows that over the past five decades the tempera-
ture has been increasing annually at a rate of 0.2 °C. Con-
versely, the increasing trend of minimum temperature 
for Addis Zemen station is statistically insignificant as 
the computed p-value (i.e. 0.284) is greater than the sig-
nificance level (alpha = 0.05) and thus the researcher can-
not reject the null hypothesis (Getachew 2018). Table  1 
shows the MK trend test result. The annual temperature 
(i.e. minimum, maximum, and average temperature) for 
Bole station shows a positive trend and statistically sig-
nificant because the computed p-value is lower than the 
significance level alpha = 0.05, and one can accept the 
alternative hypothesis and reject the null hypothesis. On 

the other hand, the trend analysis of annual tempera-
ture (i.e. minimum, maximum, and average tempera-
ture) for the Entoto station shows an increasing trend but 
not statistically significant, thus, we can accept the null 
hypothesis as the computed p-value is greater than the 
significant level (alpha = 0.05).

Sen’s estimate and computed data
The simple non-parametric procedure developed by 
(Zaiontz 2020) was used to estimate the slopes (change 
per unit time) present in the trend and the Sen’s estimate 
graph/figure was computed by (MAKESENS 2002). The 
positive sign indicates the increasing slope, and the nega-
tive sign implies the decreasing slope, whereas, the zero 
slope shows no trend in the data for the study period 
and things remain the same. The Sen’s slope estimates as 
shown in Table 1 and Fig. 5a–c for minimum, maximum, 
and average temperature from 1983 to 2016 for Bole 
station respectively shows an increasing trend and this 
agrees with the MK statistic (Z) result of positive values. 
It was found that the Z value of MK2/MK3 for minimum, 
maximum, and average temperatures for Bole station is 
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6.21/5.99, 2.49/2.6, and 6.09/6.14 respectively (Table  1). 
The positive Kendall’s Z value shows an upward trend 
and also implies an increasing trend over time. This indi-
cates that there is a significant increase in the trend at a 
5% level of significance since the computed p-value is less 
than the significant level alpha (0.05) (Table 1).

The Sen’s slope estimates as shown in Table  1 and 
Fig.  6a–c for minimum, maximum, and average tem-
perature from 1989 to 2016 for Entoto station respec-
tively, depicts an increasing trend and the Sen’s slope 
agrees with the MK1 statistic (Z) result of positive values 
of 1.64 for minimum temperature, whereas the MK2/
MK3 statistic (Z) result of positive values of 0.71/0.65 for 
maximum and 0.17/1.04 for average temperature and this 
shows an indicator of an increasing trend. However, the 
increasing trend is not significant at 5% significant level 
since the computed p-value is greater than the significant 
level (Table 1).

Furthermore, the result found in this present study 
for minimum, maximum, and average temperature for 
Entoto station and Bole station are different even though 
the stations exist in the capital city and this dissimilarity 

occurs because of geographical variation. Bole station 
exists inside the capital city and many constructions and 
other transport facilities take place due to this there is 
a temperature increment, whereas, the Entoto station 
exists near the National park and mountains and because 
of this, the temperature is almost stable. The Sen’s Slope 
estimator displays that there is a tendency of temperature 
increments in Bole station. Thus, the increasing trend of 
temperature due to climate change and other factors can 
lead to weather extremes in the capital city (FDRE 2018; 
Fig. 5a–c, Fig. 6a–c).

Innovative trend analysis (ITA) method and computed 
figures
The simple non-parametric procedure was used to esti-
mate the graph/figure through Rstudio using the package 
‘trendchange::innovtrend (X)’ (Şen 2011). A bisector line 
at 1:1 straight line divides the diagram into two equal tri-
angles. If the data points lay on the 1:1 line, there is no 
trend in the data. If the data points exist in the top trian-
gle, it is indicative of an increasing trend. If the data lies 

Table 1  Trend analysis of temperature using MK1/MK2/MK3 test for Bole and Entoto stations

where N- sample size (total number of observations) and N*—effective sample size

Test Bole Station Entoto Station

Min Temp Max Temp Average Temp Min Temp Max Temp Average Temp

MK1 Test statistic (Z) 5.99 3.32 6.14 1.64 0.85 1.4

P-value (two-tailed)  < 0.0001 0.001  < 0.0001 0.101 0.396 0.161

Mann–Kendall stat (S) 405 225 415 84 44 72

Kendall’s tau 0.722 0.401 0.74 0.222 0.116 0.19

Alpha 0.05 0.05 0.05 0.05 0.05 0.05

Sen’s slope Q 0.0857 0.0256 0.0547 0.0153 0.0228 0.0194

Var (s) 4550 4550 4550 2562 2562 2562

Trend Increasing Increasing Increasing No significant No significant No significant

MK2 Test statistic (Z) 6.21 2.49 6.09 _ 0.71 0.17

P-value (two-tailed)  < 0.0001 0.0126  < 0.0001 _ 0.48 0.87

Mann–Kendall stat (S) 402 162 394 _ 35 9

Kendall’s tau 0.761 0.306 0.746 _ 0.099 0.026

Alpha 0.05 0.05 0.05 _ 0.05 0.05

Sen’s slope Q 0.0865 0.0157 0.0551 _ 0.0099 0.0015

Var (s) 4165 4165 4165 _ 2301 2301

Trend Increasing Increasing Increasing _ No significant No significant

MK3 Test statistic (Z) 5.99 2.6 6.14 _ 0.65 1.04

P-value (two-tailed)  < 0.0001 0.01  < 0.0001 _ 0.518 0.297

N/N* 1 1.63 1 _ 1.73 1.81

Kendall’s tau 0.722 0.401 0.722 _ 0.116 0.19

Alpha 0.05 0.05 0.05 _ 0.05 0.05

Sen’s slope Q 0.0857 0.0256 0.0547 _ 0.023 0.019

Var (s) 4550 7395 4550 _ 4430 4636

Trend Increasing Increasing Increasing _ No significant No significant
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in the bottom triangle, it indicates a decreasing trend in 
the data.

The Innovative Trend Analysis in Fig.  7a–c for mini-
mum, maximum, and average temperatures from 1983 to 
2016 for Bole station was computed. So, the data points 
exist in the top triangle and this shows an increasing 
trend and this strongly agrees with the MK2/MK3 result 
of positive values. It was found that the Z value of MK2/
MK3 for minimum, maximum, and average tempera-
tures for Bole station is 6.21/5.99, 2.49/2.6, and 6.09/6.14 
respectively. The positive Kendall’s Z value shows an 
upward trend and also implies an increasing trend over 
time. This indicates that there is a significant increase in 
the trend at a 5% level of significance since the computed 

p-value is less than the significant level (alpha = 0.05) 
(Table 1).

The Innovative Trend Analysis in Fig.  7d–f for mini-
mum, maximum, and average temperatures from 1989 to 
2016 for the Entoto station was computed. So, the data 
points lay on 1:1 line and this shows no trend in the data 
and this result agrees with the MK1 result of positive val-
ues for minimum temperature and MK2/MK3 result of 
positive values for maximum, and average temperature. It 
was found that the Z value of MK1 for minimum temper-
ature for the Entoto station is 1.64 whereas the Z value of 
MK2/MK3 for maximum and average temperatures for 
the Entoto station is 0.71/0.65, and 0.17/1.04 respectively. 
The positive Kendall’s Z value shows an indicator of an 
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increasing trend. But, the increasing trend is not signifi-
cant at 5% significant level since the computed p-value is 
greater than the significant level alpha = 0.05. The Inno-
vative Trend Analysis (ITA) Method was used for a fur-
ther checkup to compare with the result of the MK1/
MK2/MK3 and Sens slope estimate for the trend and sig-
nificant test (Table 1; Fig. 7a-c, Fig. 7d-f ).

Descriptive statistics of annual average temperature
Table  2 shows the minimum, maximum, and average 
temperature among the two stations. The average annual 
minimum temperature ranges from 7.66  °C to 11.61  °C, 
and from 4.14 °C to 10.02 °C for Bole and Entoto stations 
respectively. The average annual maximum temperature 
ranges from 22.65 °C to 24.52 °C for Bole station whereas, 
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for Entoto station, it ranges from 16.18  °C to 19.67  °C. 
The average annual average temperature ranges between 
15.20 °C to 17.87 °C, and between 10.7 °C to 14.64 °C for 
Bole and Entoto stations respectively.

The result obtained in this study agrees with the find-
ings of an earlier study, and whose results revealed that 
the mean annual maximum temperature ranges from 
18.3 °C to 26.3 °C in Nefas Mewcha and Mekane Eyesus, 

while the mean annual minimum temperature ranges 
from 7.82  °C to 11.57  °C for Nefas Mewcha and Addis 
Zemen stations at south Gonder zone (Getachew 2018). 
Likewise, in this current study, the mean annual mini-
mum temperature ranges from 8.56  °C to 9.82  °C for 
Entoto and Bole station whereas the mean annual maxi-
mum temperature ranges from 18.25  °C to 23.52  °C for 
Entoto and Bole stations, as well as the mean annual 

Fig. 7  (a) Plot of ITA for minimum temperature from 1983–2016 for Bole Station, (b) Plot of ITA for maximum temperature from 1983–2016 for Bole 
Station, (c) Plot of ITA for average temperature from 1983–2016 for Bole Station, (d) Plot of ITA for minimum temperature from 1989–2016 for Entoto 
Station, (e) Plot of ITA for maximum temperature from 1989–2016 for Entoto Station, (f) Plot of ITA for average temperature from 1989–2016 for 
Entoto Station
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average temperature, ranges from 13.40 °C to 16.67 °C for 
Entoto and Bole station (Table 2). Conversely (Getachew 
2018), the mean annual maximum temperature ranges 
between 26.9  °C and 32.2  °C for Addis Zemen stations 
at the south Gonder zone and the result disagrees with 
the present study of the mean annual the maximum tem-
perature for Entoto and Bole station and this dissimilarity 
happens as a result of topographic variation and geo-
graphical location of the station.

Conclusion
From the study, it can be concluded that the trend analy-
sis of annual temperature for Bole station shows a posi-
tive trend and statistical significance. As the computed 
p-value is lower than the alpha (significance level), one 
should reject the null hypothesis and accept the alter-
native hypothesis. On the other hand, the trend analysis 
of annual temperature for the Entoto station shows an 
increasing trend but not statistically significant. Hence, 
one cannot reject the null hypothesis, H0 as the com-
puted p-value is greater than the significant level of 
alpha (0.05). Furthermore, the study showed that both 
the Mann–Kendall trend test and Sen’s Slope estimator 
reveals that there is a tendency of temperature increase 
in the study area. Thus, the increasing trend of tempera-
ture due to climate change and other factors can lead to 
weather extremes in the capital city.

Abbreviations
CSA: Central Statistical Agency; CF: Correction Factor; FDRE: Federal Demo-
cratic Republic of Ethiopia; H0: Null hypothesis; Ha: Alternative hypothesis; ITA: 
Innovative Trend Analysis; Km: Kilometer; MK: Mann Kendall; NMA: National 
Meteorological Agencies; NY: Number of years; TFPW: Trend Free Pre-Whiting 
Process; UNFCCC​: United Nations Framework Convention on Climate Change; 
UNICEF: United Nations International Children’s Emergency Fund; WHO: World 
Health Organization; Z: : Normalized test statistics.

Acknowledgements
We want to express our greatest appreciation to National Meteorological 
Agencies (NMA) for providing necessary data. The opinion expressed herein 
are the authors’ own and do not necessarily express the view of NMA.

Authors’ contributions
ZA performed the study design, statistical analysis of results, data interpreta-
tion, and writing the manuscript. MO Conceptualization, draft review and edit 
of the manuscript. All authors read and approved the final manuscript.

Funding
No funding has been received for this study.

Availability of data and materials
Not applicable.

Ethics approval and consent to participant
Not applicable.

Consent to publication
Not applicable.

Competing interests
The authors have no competing interest to declare.

Author details
1 Ethiopian Public Health Institute, P.O.Box: 1242, Addis Ababa, Ethiopia. 
2 Department of Energy and Environment, TERI School of Advanced Studies, 
10 Institutional Area, Vasant Kunj, New Delhi 110 070, India. 

Received: 9 July 2020   Accepted: 26 September 2020

References
Addinsoft (2020) XLSTAT statistical and data analysis solution. New York, USA. 

https​://www.xlsta​t.com
Alemu ZA, Dioha MO (2020) Modelling scenarios for sustainable water supply 

and demand in Addis Ababa city. Ethiopia Environ Syst Res 9:7. https​://
doi.org/10.1186/s4006​8-020-00168​-3

Alhaji UU, Yusuf AS, Edet CO, Oche CO, Agbo EP (2018) Trend analysis of 
temperature in Gombe State using mann-kendall trend test. J Sci Res Rep 
20(3):1–9

Ali MA, Hoque MA, Kim PJ (2013) Mitigating global warming potentials of 
methane and nitrous oxide gases from rice paddies under different 
irrigation regimes. Ambio 42:357–368. https​://doi.org/10.1007/s1328​
0-012-0349-3

Anandhi A, Perumal S, Gowda PH et al (2013) Long-term spatial and temporal 
trends in frost indices in Kansas, USA. Climatic Change 120:169–181. https​
://doi.org/10.1007/s1058​4-013-0794-4

Asfaw A, Simane B, Hassen A, Bantider A (2018) Variability and time series trend 
analysis of rainfall and temperature in northcentral Ethiopia: a case study 
in Woleka sub-basin. Weather Climate Extremes 19:29–41. https​://doi.
org/10.1016/j.wace.2017.12.002

Berhane A, Hadgu G, Worku W, Abrha B (2020) Trends in extreme temperature 
and rainfall indices in the semi-arid areas of Western Tigray. Ethiopia 
Environ Syst Res 9:3. https​://doi.org/10.1186/s4006​8-020-00165​-6

Table 2  Descriptive statistics of annual average temperature

Stations Temperatures (°C) Observations Minimum Maximum Mean Variance Std. deviation

Bole Min Temp 34 7.66 11.61 9.8226 0.881 0.938

Max Temp 34 22.65 24.52 23.5191 0.203 0.451

Average Temp 34 15.2 17.87 16.6706 0.369 0.607

Entoto Min Temp 28 4.14 10.02 8.5561 0.949 0.974

Max Temp 28 16.18 19.67 18.2529 0.869 0.932

Average Temp 28 10.7 14.64 13.4039 0.603 0.776

https://www.xlstat.com
https://doi.org/10.1186/s40068-020-00168-3
https://doi.org/10.1186/s40068-020-00168-3
https://doi.org/10.1007/s13280-012-0349-3
https://doi.org/10.1007/s13280-012-0349-3
https://doi.org/10.1007/s10584-013-0794-4
https://doi.org/10.1007/s10584-013-0794-4
https://doi.org/10.1016/j.wace.2017.12.002
https://doi.org/10.1016/j.wace.2017.12.002
https://doi.org/10.1186/s40068-020-00165-6


Page 15 of 15Alemu and Dioha ﻿Environ Syst Res            (2020) 9:27 	

Biazar SM, Ferdosi FB (2020) An investigation on spatial and temporal trends in 
frost indices in Northern Iran. Theor Appl Climatol 141:907–920. https​://
doi.org/10.1007/s0070​4-020-03248​-7

Birhanu D, Kima H, Jangb C, Park P (2016) Flood risk and vulnerability of 
Addis Ababa city due to climate Change and urbanization. Proc Eng 
154:696–702

Cherie GG, Fentaw A (2015) Climate change impact assessment of dire dam 
water supply. AAUCED HES, Ethiopia

CSA (2007) The 2007 population and housing census of Ethiopia: statistical 
Report for Addis Ababa City Administration, third Population and Hous-
ing Census, Ethiopia.

Dioha MO, Kumar A (2020) Exploring greenhouse gas mitigation strategies for 
agriculture in Africa: the case of Nigeria. Ambio. https​://doi.org/10.1007/
s1328​0-019-01293​-9

Drápela K, Drápelová I (2011) Application of Mann-Kendall test and the Sen’s 
slope estimates for trend detection in deposition data from Bílý Kříž 
(Beskydy Mts., the Czech Republic) 1997–2010, Beskydy, Mendelova 
univerzita v Brně., 4(2): 133–146. 1803–2451.

FDRE (2018) Ethiopian Government Portal. https​://www.ethio​pia.gov.et/addis​
-ababa​-city-admin​istra​tion. Accessed 4 June 2020.

Feyissa G, Zeleke G, Bewket W, Gebremariam E (2018) Downscaling of future 
temperature and precipitation extremes in addis ababa under climate 
change. Nature, MDPI 6:58

Getachew B (2018) Trend analysis of temperature and rainfall in south Gonder 
zone, Ethiopia. J Degraded Mining Lands Manag. ISSN: 2339–076X (p); 
2502–2458 (e), 5(2): 1111–1125. https://doi.org/https​://doi.org/10.15243​/
jdmlm​.2018.052.1111

Gupta SP (2007) Statistical Methods. Seventh Revised and Enlarged Edition ed. 
Sultan Chand and Sons, Educational Publisher. New Delhi.

Hamed KH, Rao AR (1998) A modified mann-kendall trend test for autocor-
related data. J Hydrol 204(1–4):182–196. https​://doi.org/10.1016/S0022​
-1694(97)00125​-X

Hamed KH (2009) Enhancing the effectiveness of prewhitening in trend analy-
sis of hydrologic data. J Hydrol 368:143–155

Helsel DR, Hirsch RM (2002) Statistical methods in water resources. Techniques 
of water-resources investigations of the United States geological survey, 
book 4, hydrologic analysis and interpretation. U. S. Geological survey.

IPCC (2007) Climate Change 2007: Impacts, Adaptation and Vulnerability. 
Contribution of Working Group II to the Fourth Assessment Report of the 
Intergovernmental Panel on Climate Change. Edited by Parry M, Canziani 
O, Palutikof J, Linden Pvd, Hanson C, Cambridge University Press 32 
Avenue of the Americas, New York. pp, 10013–2473

Johannes GM, Mebratu K (2009) Local innovation in climate change adapta-
tion by Ethiopian pastoralists. PROLINNOVA-report, Addis Ababa, Ethiopia

Kendall MG (1975) Rank correlation methods, 4th edn. Charles Griffin, London
Kisi O (2015) An innovative method for trend analysis of monthly pan 

evaporations. J Hydrol 527:1123–1129. https​://doi.org/10.1016/j.jhydr​
ol.2015.06.009

Kuriqi A, Ali R, Pham QB et al (2020) Seasonality shift and streamflow flow 
variability trends in central India. Acta Geophys. https​://doi.org/10.1007/
s1160​0-020-00475​-4

Machida F, Andrzejak A, Matias R (2013) On the effectiveness of Mann-Kendall 
Test for detection of software aging. Conference Paper. https​://doi.
org/10.1109/ISSRE​W.2013.66889​05

MAKESENS (2002) Mann-Kendall Test and Sen’s Slope Estimates for the Trend 
of Annual Data, MSExcel template. Version 1.0 Freeware. Finnish Meteoro-
logical Institute, Finland.

Malik A, Kumar A, Guhathakurta P, Kisi O (2019) Spatial-temporal trend analysis 
of seasonal and annual rainfall (1966–2015) using innovative trend 

analysis method with significance test. Arab J Geosci 12:328. https​://doi.
org/10.1007/s1251​7-019-4454-5

Mondal A, Kundu S, Mukhopadhyay A (2012) Rainfall trend analysis by Mann-
Kendall test: a case study of North-Eastern part of Cuttack district, Orissa. 
Int J Geol Earth Environ Sci 2(1):70–78

Öztopal A, Sen Z (2016) Innovative trend methodology applications to precipi-
tation records in Turkey. Water Resour Manage. https​://doi.org/10.1007/
s1126​9-016-1343-5

Pal AB, Khare D, Mishra PK, Singh L (2017) Trend analysis of rainfall, tempera-
ture and runoff data: a case study of Rangoon watershed in Nepal. Int J 
Students’ Res Technol Manag 5(3):21–38. https​://doi.org/10.18510​/ijsrt​
m.2017.535

Patz JA, Campbell-Lendrum D, Holloway T, Foley JA (2005) Impact of regional 
climate change on human health. Nature 438:310–317

Pohlert T (2020) Non-Parametric Trend Tests and Change-Point Detection. 
https​://creat​iveco​mmons​.org/licen​ses/by-nd/4.0/

Sanikhani H, Kisi O, Mirabbasi R, Meshram SG (2018) Trend analysis of rainfall 
pattern over the Central India during 1901–2010. Arab J Geosci 11:437. 
https​://doi.org/10.1007/s1251​7-018-3800-3

Sen PK (1968) Estimates of the regression coefficient based on Kendall’s tau. J 
Am Stat Assoc 63:1379–1389

Şen Z (2011) Innovative trend analysis methodology. J Hydrol Eng 17:1042–
1046. https​://doi.org/10.1061/(ASCE)HE.1943-5584.00005​56

Su BD, Jiang T, Jin WB (2006) Recent trends in observed temperature and 
precipitation extremes in the Yangtze River basin. China Appl Climatol 
83:139–151. https​://doi.org/10.1007/s0070​4-005-0139-y

Tan JG, Zheng YF, Tang X, Guo CY, Li LP, Song GX et al (2010) The urban heat 
island and its impact on heat waves and human health in Shanghai. Int J 
Biometeorol 54:75–84

UNFCCC (2007) Climate change: impacts. vulnerabilities and adaptation in 
developing countries, United Nations Framework Convention on Climate 
Change (UNFCCC), Bonn

WHO & UNICEF (2006) Meeting the MDG drinking water and sanitation target: 
the urban and rural challenge of the decade. Switzerland, Geneva

Wu H, Qian H (1950s) Innovative trend analysis of annual and seasonal rainfall 
and extreme values in Shaanxi, China, since the 1950s. Int J Climatol 
37:2582–2592. https​://doi.org/10.1002/joc.4866

Yadav R, Tripathi SK, Pranuthi G, Dubey SK (2014) Trend analysis by Mann-
Kendall test for precipitation and temperature for thirteen districts of 
Uttarakhand. J Agrometeorol 16(2):164–171

Yue S, Pilon P, Phinney B, Cavadias G (2002) The influence of autocorrela-
tion on the ability to detect trend in hydrological series. Hydrol Process 
16(9):1807–1829. https​://doi.org/10.1002/hyp.1095

Zaiontz C (2020) Mann-Kendall test, real statistics using excel. Proudly pow-
ered by WordPress. Real Statistics Using Excel: © 2012–2019.

Zhang Q, Xu C-Y, Zhang Z, Chen YD, Liu C-l, Lin H (2008) Spatial and temporal 
variability of precipitation maxima during 1960–2005 in the Yangtze 
River basin and possible association with large-scale circulation. J Hydrol 
353:215–227

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

https://doi.org/10.1007/s00704-020-03248-7
https://doi.org/10.1007/s00704-020-03248-7
https://doi.org/10.1007/s13280-019-01293-9
https://doi.org/10.1007/s13280-019-01293-9
http://www.ethiopia.gov.et/addis-ababa-city-administration
http://www.ethiopia.gov.et/addis-ababa-city-administration
https://doi.org/10.15243/jdmlm.2018.052.1111
https://doi.org/10.15243/jdmlm.2018.052.1111
https://doi.org/10.1016/S0022-1694(97)00125-X
https://doi.org/10.1016/S0022-1694(97)00125-X
https://doi.org/10.1016/j.jhydrol.2015.06.009
https://doi.org/10.1016/j.jhydrol.2015.06.009
https://doi.org/10.1007/s11600-020-00475-4
https://doi.org/10.1007/s11600-020-00475-4
https://doi.org/10.1109/ISSREW.2013.6688905
https://doi.org/10.1109/ISSREW.2013.6688905
https://doi.org/10.1007/s12517-019-4454-5
https://doi.org/10.1007/s12517-019-4454-5
https://doi.org/10.1007/s11269-016-1343-5
https://doi.org/10.1007/s11269-016-1343-5
https://doi.org/10.18510/ijsrtm.2017.535
https://doi.org/10.18510/ijsrtm.2017.535
http://creativecommons.org/licenses/by-nd/4.0/
https://doi.org/10.1007/s12517-018-3800-3
https://doi.org/10.1061/(ASCE)HE.1943-5584.0000556
https://doi.org/10.1007/s00704-005-0139-y
https://doi.org/10.1002/joc.4866
https://doi.org/10.1002/hyp.1095

	Climate change and trend analysis of temperature: the case of Addis Ababa, Ethiopia
	Abstract 
	Background: 
	Method: 
	Results: 
	Conclusions: 

	Background
	Materials and methods
	Description of the study area
	Data quality control
	Mann–Kendall test (MK1)
	Mann–Kendall test with trend-free pre-whitening (MK2)
	Mann-Kendall test with variance correction (MK3)
	Sen’s Slope estimator
	Innovative trend analysis (ITA) method
	Descriptive statistics
	Data collection and processing
	Data analysis tools

	Results and discussion
	Mann-Kendall test result
	Sen’s estimate and computed data
	Innovative trend analysis (ITA) method and computed figures
	Descriptive statistics of annual average temperature

	Conclusion
	Acknowledgements
	References




