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Abstract 

Film and movie genres play a pivotal role in captivating relevant audiences across interactive multimedia platforms. 
With a focus on entertainment, streaming providers are increasingly prioritizing the automatic generation of movie 
genres within cloud-based media services. In service management, the integration of a hybrid convolutional network 
proves to be instrumental in effectively distinguishing between a diverse array of video genres. This classification pro-
cess not only facilitates more refined recommendations and content filtering but also enables targeted advertising. 
Furthermore, given the frequent amalgamation of components from various genres in cinema, there arises a need 
for social media networks to incorporate real-time video classification mechanisms for accurate genre identification. 
In this study, we propose a novel architecture leveraging deep learning techniques for the detection and classification 
of genres in video films. Our approach entails the utilization of a bidirectional long- and short-term memory (BiLSTM) 
network, augmented with video descriptors extracted from EfficientNet-B7, an ImageNet pre-trained convolutional 
neural network (CNN) model. By employing BiLSTM, the network acquires robust video representations and pro-
ficiently categorizes movies into multiple genres. Evaluation on the LMTD dataset demonstrates the substantial 
improvement in the performance of the movie genre classifier system achieved by our proposed architecture. Nota-
bly, our approach achieves both computational efficiency and precision, outperforming even the most sophisticated 
models. Experimental results reveal that EfficientNet-BiLSTM achieves a precision rate of 93.5%. Furthermore, our 
proposed architecture attains state-of-the-art performance, as evidenced by its F1 score of 0.9012.

Keywords  Video classification, Deep learning, Service management, Cloud computing, Movie genres, Bidirectional 
LSTM, EfficientNet

Introduction
The ease of creating and distributing visual media, includ-
ing photographs and videos, has led to their increasing 
prevalence as information carriers [1]. Major multime-
dia platforms like Netflix, attracting millions of viewers 

in the entertainment industry, have propelled image and 
video processing to new heights in recent years. Addi-
tionally, various methodologies have been employed to 
analyze image content [2], including picture classifica-
tion [3, 4] and multivariate learning [5–7]. Furthermore, 
the attention mechanism in deep learning is crucial for 
video analysis due to the higher complexity and greater 
diversity inherent in videos [8]. For instance, a video may 
contain various scenes, different lighting conditions, and 
diverse camera angles, each of which may have an impact 
on the recognition of the video’s genre. This complexity 
in video perception stems from the integration of tempo-
ral elements into the spatial components of the medium, 
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making video processing challenging to conduct solely 
through image-based techniques. While creating films 
from individual frames is a straightforward process, it 
often yields less precise outcomes.

One subfield of study concerning video comprehension 
is the classification of films based on preexisting con-
cepts. Genres can be classified into specific instances [9, 
10], and duties can be executed [11]. Several computer 
vision applications, such as video retrieval and recom-
mendation systems, rely on video categorization [12, 13]. 
The implementation of convolutional neural networks 
(CNNs) in computer vision has led to significant progress 
[14]. Despite the considerable research dedicated to this 
subject, the categorization of films remains complex and 
requires further examination [15].

Classification of video content becomes challenging 
in identifying and classifying genres of trailers. Themes-
based genre classification applies to the categorization 
of trailers, such as "dramas" or "comedies." Critics and 
consumers of the Internet Movie Database (IMDB) fre-
quently classify films manually, ultimately determining 
the classification in the database. Trailers serve multiple 
purposes for major movie streaming platforms such as 
Hulu and Netflix, in addition to file categorization and 
film recommendation. Consequently, there is a growing 
need for algorithms capable of autonomously determin-
ing the genre of a given piece of content. Unlike alterna-
tive computer vision disciplines like activity detection 
and object tracking, this field encompasses a wide range 
of genres that intersect, giving rise to two fundamental 
challenges [16]. One primary concern pertains to the 
incapability of media sources to visually depict their dis-
ciplines. To identify the film’s genre, it is imperative to 
view the entirety of the film, as opposed to focusing on a 
select few frames or moments. Another significant chal-
lenge in genre classification is the application of multiple 
labels [17]. A multitude of genres are depicted within a 
single film.

The implementation of personalized recommenda-
tions has the potential to significantly augment user 
engagement through the customization of content to 
their particular requirements and inclinations. Enhanc-
ing user contentment and personalization while simul-
taneously augmenting the probability that they will 
discover content that they appreciate. As a result, users 
are inclined to exhibit higher frequency of interaction, 
prolong their stay on the platform, and participate in 
intended activities like sharing content, remarking, or 
viewing. For instance, in the case where a video is clas-
sified as comedic, personalized suggestions might com-
prise additional comedic videos that the viewer might 
find intriguing. By enabling users to discover fresh con-
tent that corresponds to their personal interests and 

preferences, this feature enhances the overall viewing 
experience. In service administration, content filter-
ing assists in limiting or permitting access to particu-
lar categories of videos according to predetermined 
criteria. By implementing this policy, organizations 
can effectively regulate employee access to pertinent 
and suitable materials, thereby promoting efficiency 
and upholding security protocols. Moreover, content 
filtration can facilitate targeted advertising by permit-
ting the customization of marketing campaigns to par-
ticular video genres, thereby enhancing the efficacy 
of promotional endeavors. The term "Digital Media 
Management" encompasses a broad range of activities 
and processes involved in the organization, storage, 
retrieval, and manipulation of digital media content. 
In the context of our article, it serves as the overarch-
ing framework within which video genre identification, 
automatic detection, and edge computing are situated. 
Moreover, the concept of "Digital Media Management" 
serves as the foundational framework that underpins 
video genre identification, automatic detection, and 
edge computing in our article. By elucidating the con-
nections between these concepts, we aim to highlight 
the importance of an integrated approach to managing 
and analyzing digital media content effectively.

Neural networks that integrate spatial and temporal 
characteristics exhibit optimal performance when rep-
resenting the sequential sequence of frames in a movie. 
Prediction [18], data generation [19], and classification 
[20] are domains in which sophisticated deep learning 
models have been developed. In order to address this 
matter, Recurrent Neural Networks (RNNs) and Long 
Short-Term Memory (LSTMs) are robust neural net-
work architectures that integrate historical and current 
inputs. Our research on the development of a sophisti-
cated 1D convolutional network for the classification of 
movie genres is the subject of this article. Our research 
employed two widely acknowledged recurrent neural 
network architectures: CNN and LSTM. These mod-
els are employed to analyze spatial and sequential data 
streams in order to extract pertinent characteristics. 
Additionally, the efficacy of genre recognition using vari-
ous movie modes is investigated [21–24].

To offer spectators a personalized experience, cloud-
based media services [25] and recommendation systems 
[26, 27] may propose comparable films based on auto-
matically generated movie genres. This can assist users 
in discovering film genres and techniques that they might 
not have otherwise encountered. Furthermore, genre-
driven recommendations are simpler to implement and 
analyze compared to more intricate personalized recom-
mendations, thereby optimizing and streamlining the 
recommendation process.
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The development of an LSTM strategy for multi-
modal video genre identification is a component of 
our work. The hybrid network incorporates the Effi-
cientNet-B7 architecture as a means to alleviate data 
imbalances. Subsequently, the proposed model will be 
assessed in comparison to two sets of benchmarks: the 
most sophisticated spatio-temporal networks presently 
in existence and other extensively employed networks. 
It functions with greater precision and requires fewer 
computational resources than its predecessors. This 
article addresses the issue of multi-class video classifi-
cation through the LMTD-9 dataset analysis. It does so 
by identifying the most effective video representations 
for genre identification and classification. This will be 
achieved by employing a CNN structure with Efficient-
Net-B7 architecture and LSTM models. Three more 
elements are incorporated into this study:

•	 Our proposal entails the utilization of a cutting-
edge deep learning framework, namely Efficient-
Net-B7 and a biLSTM, to effectively identify and 
categorize genres and video content through the 
implementation of a CNN.

•	 We provide a model capable of analyzing video 
information for many applications in the video 
industry. We meticulously searched LMTD for 
all of these videos by querying well-known movie 
titles.

•	 We evaluated the CNN-BiLSTM architecture we 
proposed. Our multiclass video classifier achieved 
93.5% validation accuracy. Furthermore, many 
state-of-the-art machine learning and deep learn-
ing structures are assessed and compared to classify 
genre video material.

•	 The use of an optimized hybrid convolutional net-
work to identify video genres in service manage-
ment applications can greatly benefit organizations 
in several ways. Firstly, it can enhance content cate-
gorization, making it easier for service providers to 
manage and organize videos based on different gen-
res. This can improve user experience and stream-
line content delivery. Additionally, the network can 
provide valuable insights into customer preferences 
and trends, helping businesses tailor their services 
and offerings accordingly.

•	 Ultimately, our work can be used on any platform 
that facilitates video sharing. Additionally, it might 
prove beneficial for developing browser extensions 
or plugins that parents can use to ensure their chil-
dren’s internet safety. This is the platform where 
users receive automated recommendations for 
movies and videos.

The structure of the remainder of the article is as fol-
lows. Section "Related work" provides a comprehensive 
assessment of the latest and most sophisticated methods 
for classifying movie genres. Section "Proposed model" 
provides a detailed explanation of the recommended 
method. The dataset and experiments may be found in 
Section "Results". The article concludes with Section 
"Conclusion", which discusses the further actions to be 
taken.

Related work
A growing number of scholarly articles have been pub-
lished on the subject of automated movie genre cat-
egorization, which is gaining increasing attention and 
importance. Using low-level features such as the average 
duration of shots and color variation, Rasheed et al. [28] 
suggest identifying genres in video films. Using just one 
label, a neural network classifier is suggested by [29] for 
genre categorization. A visual and an aural input are used 
to achieve this classifier’s objective. Huang and Wang 
used a support vector machine (SVM) classifier to clas-
sify both visual and auditory data [30].

Using picture descriptors, Zhou et  al. [23] propose 
extracting high-level visual features. Several image 
descriptors exist, including Gist, CENTRIST, and 
w-CENTRIST [31, 32]. It is also possible to predict 
genres using a K-nearest neighbor classifier. An image 
description is produced by using a ConvNet [33]. There 
are several advantages to using a multimodal approach in 
video classification. Using it, we can capture and analyze 
the visual, audio, and textual information present in vid-
eos. This improves classification accuracy and provides 
a comprehensive understanding of the content. Further-
more, the model can be made more robust to changes 
in one modality by integrating multiple modalities. The 
methods used by Ogawa et  al. [34] were a combination 
of different techniques. In the first place, they employed 
multimodal learning, which means they processed data 
from various sources, including visual, audio, and tex-
tual. Furthermore, they used a bidirectional Long Short-
Term Memory (LSTM) network to capture both forward 
and backward dependencies in the video data. To label 
favorite and non-favorite videos, they used a classifica-
tion approach.

The brain structure of some concepts in video genre 
classification enables progressive trait integration [18]. 
As a result, some networks acquire spatial and temporal 
properties simultaneously. To represent auditory and vis-
ual information, Ben et al. [35] used ResNet and Sound-
Net [36]. It is utilized to better evaluate the temporal 
dimension of visual input using the LSTM network.

According to Alvarez et al. [37] focusing solely on fun-
damental movie attributes like shot duration and black 
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and white usage may improve results. As a result, this 
method significantly hinders the effectiveness of genre 
categorization applications, since it only considers mov-
ies with a single genre designation.

Yu et al. [38] have developed a bipartite paradigm that 
emphasizes attention, place, time, and sequence. Uti-
lize a profound Convolutional Neural Network (CNN) 
to extract the most advanced information from movie 
frames. In the final stage, a bi-LSTM attention model is 
used to identify genres.

A probabilistic methodology is presented in [39] that 
considers the importance of each background scene in 
each video category. The proposed approach involves 
two phases: training a support vector machine to catego-
rize scenes and then analyzing the results. A key-frame 
moment is used as the basis for categorizing videos in 
part II. In [40], Choros investigates whether it is possible 
to evaluate shot length. According to Choros, different 
genres require different durations for shots.

A framework for genre classification of movie trailers 
using deep networks was presented by Yadav and Vish-
wakarma [41]. Deep neural networks are used to clas-
sify movie trailers into different genre categories based 
on features extracted from them. Additionally, the paper 
provides promising results for genre classification accu-
racy and discusses the advantages and limitations of the 
methodology. To predict the category of unseen trailers, 
they trained a deep neural network using a large data-
set of labeled movie trailers. In genre classification, the 
network was trained using a variety of deep network 
architectures.

In the study [42], convolutional neural networks were 
used to classify video games into different genres. To 
predict the genre of new games, a model is trained on 
labeled game data. It also explores various methods for 
improving the model’s accuracy, such as augmentation of 
data and fine-tuning of hyperparameters.

Study [43] combines visual, textual, and audio features 
to categorize movie genres using a multimodal approach. 
A combination of visual features extracted from movie 
trailers, textual features extracted from movie descrip-
tions, and auditory features extracted from movie trailer 
soundtracks is used by the authors. Combining these dif-
ferent modes of information improves genre classifica-
tion accuracy and reliability.

Using multimodal data, Behrouzi et al. [44] combined 
audiovisual and textual features to classify movie gen-
res. A recurrent neural network (RNN) was also used 
to process sequential data, capturing temporal depend-
encies between frames and sentences. After combining 
the information from multiple modalities, the RNN is 
used to classify movies into different genre categories. 
Multimodal features, such as audio, visual, and textual 

data, improved movie genre classification accuracy 
when integrated. Based on the results, the proposed 
approach accurately classified different genres of mov-
ies with an accuracy rate of over 90%.

Since current filmmaking sometimes combines 
multiple genres inside a single film, it requires multi-
label classification. An uneven distribution of samples 
among different genres can also lead to unfair genre 
recognition. This study aimed to address these issues 
by developing a multi-modal classification method for 
categorizing movie genres. The process begins with the 
classification of genres solely based on their superficial 
visual characteristics. Frames are used in the proposed 
CNN model with BiLSTM structure in order to grasp 
the conceptual importance of genres. To improve genre 
recognition, the last stage combines visual and audi-
tory elements. With few data samples, the technique we 
suggest for classifying movies by genre outperforms the 
current state-of-the-art algorithms.

Proposed model
We propose an approach to address the issue of dis-
turbing movies in a large movie database with cloud 
services. Our deep learning architecture has proven 
effective in resolving challenges related to video clas-
sification across a variety of scenarios. As shown in 
Fig.  1, the recommended model includes three main 
elements: video preprocessing, deep feature extraction, 
and video representation and classification.

The dataset movies are initially preprocessed to 
remove any redundant or superfluous material. More-
over, the frames acquired from each video clip are 
resized to a consistent size of 224 × 224. In order to 
obtain characteristics from each video clip, preproc-
essed frames are input into an ImageNet model known 
as EfficientNetB7. Thus, to obtain efficient video repre-
sentations, the extracted features are explored within 
the BiLSTM architecture prior to being input into the 
softmax and fully connected layers. In addition, each 
step is comprehensively described in the subsequent 
subsections.

In order to identify video genres, a three-part frame-
work architecture is proposed. In the initial step, movies 
are preprocessed to eliminate unnecessary frames and 
changed the other frames into photos with 224 × 224 pix-
els and three-color channels. Following that, we use Effi-
cientNet-B7 to derive feature vectors from the frames. A 
two-layer BiLSTM stack is used to depict the video after 
all feature vectors are transformed. In this process, a fully 
connected layer is used to calculate the likelihood of a 
video clip belonging to a particular movie genre, followed 
by an output layer that uses softmax activation.
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Preprocessing video frames
We present our overall system architecture diagram, 
which visually illustrates the model/system layout, 
thereby facilitating easier comprehension, as depicted in 
Fig 2. In this figure, the structure illustrates stages such as 
pre-processing, as well as testing and training the model, 
all conducted within the cloud platform.

The discrepancy adjacent to the Edge computing plat-
form represents a transition or interface point between 
the cloud platform and the Edge computing infrastruc-
ture. This transition point signifies the handoff of compu-
tational tasks or processing between the cloud and Edge 
environments. It may encompass various aspects such as 
data transmission, synchronization, or task allocation, 
depending on the specific requirements of the system 
architecture.

The collection of necessary information for deep learn-
ing techniques for video classification relies on video 
preprocessing. Therefore, N one-second video clips are 
used to represent a video (Vi) in this work, abbreviated 
as ci

1, ci
2, . . . , ci

N. All video clips are manually annotated, 
but those without complete context or information are 
rejected. As a result of dividing and labeling the video 
segments, it was found that each clip contained data from 
the previous clip. The jth movie frame (ci

j) is sampled by 
excluding some initial frames. The last frame of a movie 

frame with a frame rate below the standard video frame 
rate will be duplicated. As a general rule, the frames in 
movie ci

j are labeled fi,j
1, fi,j

2, . . . , fi,j
22, while fi,j

k represents 
the kth frame. The final step involves resizing the chosen 
frames from each video clip to ensure they conform to 
the input dimensions of the pre-trained CNN structure, 
which is 224×224.

EfficientNet and extraction of deep features
Preprocessed movie clips are used in this part to extract 
features using cutting-edge deep learning architecture. 
To extract visual representations from video frames, this 
study used the pre-trained CNN architecture called Effi-
cientNet rather than constructing a new CNN model 
from scratch.

The EfficientNet is a CNN structure that uses a scal-
ing technique. Compound coefficients ensure equal scal-
ing of depth, breadth, and resolution of the networks. 1.3 
million photos representing 1000 different item classes 
were used as training data for the model [45]. Accord-
ing to Tan and Le [46], EfficientNet achieved state-of-
the-art accuracy on the ImageNet data while having 
a much smaller size and a speedy inference time than 
leading CNN strategies. EfficientNet’s baseline structure 
is B0, while its scaling networks are B1 to B7. The com-
putational speed of floating-point operations per second 

Fig. 1  In this figure, the proposed method for the genre classification of movies is shown.
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(FLOPS) is generally sacrificed in favor of enhanced pre-
cision in all scaling networks. Additionally, fi,j

1, fi,j
2, . . . , 

fi,j
22 preprocessed extracted frames from each video clip 

ci
j were used as input to the EfficientNet-B7. Utilizing 

the transfer learning technique, the EfficientNet module 
utilized a stack of 813 layers to extract features. For each 
input frame, the width, height, and RGB channel were 
224×224×3. Moreover, Xij

k is produced by EfficientNet-
B7 by eliminating the three layers preceding it, includ-
ing the fully linked layer that generates 1000 ImageNet 
labels per frame. Using these feature descriptors as input, 
BiLSTM depicts and categorizes films based on their 
features.

Representing and classifying
Training a bidirectional LSTM network through super-
vised learning is the third stage of the pipeline. Using fea-
ture descriptors of video clips, this stage allows effective 
learning of video representations. To the proposed sys-
tem for genre classification of videos, two interconnected 
layers are added.

Bidirectional LSTM
Within a standard LSTM cell unit, the cell state ct func-
tions as an internal memory and governs data flow. By 
using (1), it becomes evident that the state ct-1 is the 

result of the forget gate ft acting on the current cell 
state. In addition, the input gate it acting on a candidate 
cell state.

The variables in question are as follows: H rep-
resents the total number of hidden nodes, ht-

1 denotes the first hidden state produced by ct-1, 
{Wx ∈ R

H×D,Wh ∈ R
H×H

} refers to the first set of net-
work parameters, etc. The number of characteristics 
or measurements recorded at each event is denoted 
as D, and H represents the quantity of hidden nodes. 
Approaches to attaining an altered cellular condition 
include:

where, ⊗  denotes the aggregate of the constituent ele-
ments. Ultimately, we construct the concealed state 
by directing the updated cell state through an output 
gate layer called ot. Additionally, we employ a sigmoid 

(1)it = sigmoid(Wi
xx

t
+Wi

hh
t−1)

(2)ct = tanh(Wc
x x

t
+Wc

hh
t−1)

(3)f t = sigmoid(W
f
x x

t
+W

f
h h

t−1)

(4)ct = it ⊗ c̃t + f t ⊗ ct−1

Fig. 2  The general diagram of the system architecture visually illustrates the layout of the model/system, incorporating the implementation 
of steps within the cloud platform
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function with parameter U to estimate the likelihood of 
septic shock occurring at time t.

An inherent constraint of LSTM, when applied to 
video classification, focuses on preceding context. 
When comprehending a film, it is advantageous to ana-
lyze it from two perspectives: the historical context and 
the potential implications. Therefore, BiLSTM become 
visible to be a favorable option for movie categoriza-
tion due to its ability to retain data in both directions 
(Fig. 3).

BiLSTM consists of two separate hidden layers: 
the forward hidden layer (hf

t) and the backward hid-
den layer (hb

t). In the forward hidden layer hf
t, the 

input vector xt is sequentially processed in ascending 
order, starting at 1 and moving up to T. In the back-
ward hidden layer hb

t, the input vector xt is processed 
in descending order, starting at T and moving down to 

(5)ot = sigmoid(Wo
x x

t
+Wo

hh
t−1)

(6)ht = ot ⊗ tanh(ct)

(7)pt = sigmoid(Uht)

T-1, T-2, and so on. Finally, we merge the results of hf
t 

and hb
t to obtain the output yt.

In order to implement the BiLSTM model, we utilize 
the following equations:

By increasing the number of BiLSTM layers exces-
sively, training durations and network complexity 
increase. Therefore, this study used two layers of bidi-
rectional LSTM to understand visual representations. 
In our study, the optimized method encapsulates a 
tailored set of techniques and strategies meticulously 
designed to elevate the performance and efficiency of 
the BiLSTM-based video genre identification system. 
This optimization endeavor encompasses several piv-
otal steps, foremost among them being the refinement 
of network architecture through the integration of 
attention mechanisms and the meticulous fine-tuning 
of hyperparameters. The overarching objective of this 

(8)h
f
t = tanh(W

f
xhx

t
+W

f
hhh

f
t−1

+ bbh)

(9)hbt = tanh(Wb
xhxt +Wb

hhh
f
t+1

+ b
f
h)

(10)yt = W
f
hyh

f
t +Wb

hhh
b
t + by

Fig. 3  The BiLSTM architecture is depicted in this image
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optimization initiative is to bolster the model’s accu-
racy, resilience, and adaptability across diverse video 
genres and datasets. By incorporating attention mech-
anisms and fine-tuning parameters, we endeavor to 
address multifaceted objectives: mitigating the risk of 
overfitting, curtailing computational overheads, and 
optimizing the efficacy of the BiLSTM-based approach 
for real-world applications. This holistic optimization 
process is envisioned to imbue the BiLSTM model with 
the requisite robustness and versatility to navigate the 
intricate landscape of video genre identification tasks 
effectively.

Attention mechanism in BiLSTM
An attention system in a neural network model finds 
the optimal instances to examine data, such as seg-
ments of films, by giving more priority to feature vec-
tors that contain more valuable information. Figure  4 
depicts the integration of an attention mechanism into 
the BiLSTM architecture.

Considering the final hidden state of the ith bidirec-
tional LSTM as "hit", which is calculated as:

The below equations are employed to ascertain the 
attention mechanism:

moreover,

(11)hit = [h
f
t , h

b
t ]

(12)eit = tanh(ba +Wahit)

Equation  13 determines the attention weight ait 
assigned to the ith BiLSTM output vector at time t by the 
attention mechanism.

The attention layer weight and bias are denoted as Wa 
and ba, respectively. Notably, the output of the attention 
layers yields an attention vector vt. This is obtained by 
summing the ith BiLSTM output vector at time t with the 
attention weight ait.

Softmax
In the output layer of a deep learning structure, an activa-
tion function (AF) called a softmax classifier is utilized. 
This function makes use of the softmax algorithm. To 
classify films into various genres, the suggested method 
utilized a softmax AF in the last fully connected layer 
to specify the relative probabilities of numerous output 
parts. The softmax AF (σ) is used to compute it.

Final structure
The structure for multiclass movie categorization is 
shown in Fig.  1. The input comprises a series of 22 

(13)ait = exp(eit)×

(∑T

j=1
exp(ejt)

)−1

(14)vt =
∑T

t=1
ait .hit

(15)σ(zi) = exp(zi)×

(∑N−1

c=0
exp(ec)

)−1

Fig. 4  The structure of the model including the attention mechanism and BiLSTM may be observed here
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frames, each with a consistent resolution of 224×224×3 
pixels. In order to get a feature vector of dimensions 
22×7×7×2560, the frames are subjected to feature extrac-
tion using EfficientNet-B7. The modified high-level char-
acteristics are fed into the BiLSTM network’s two-layer 
stack. The flattening part (layer) is employed to convert 
the feature representations into a 1D vector. Following 
that, we will incorporate a densely linked layer consist-
ing of 4096 neurons, utilizing the rectified linear unit 
(ReLU) AF. To address overfitting, a dropout rate of 0.3 
is employed. This is done because a completely linked 
layer has the ability to produce a diverse set of probabili-
ties. This is done by establishing connections between all 
inputs of one layer and all activation units of the succeed-
ing layer. The final classification scores are generated by 
the softmax output layer consisting of three neurons.

Results
In this section, we provide an overview of the dataset 
utilized, followed by the adjustments made to the hyper-
parameters and decision bounds in order to get optimal 
outcomes. The equations employed to assess our sys-
tem are further elaborated upon thereafter. Ultimately, 
the recommended method’s effectiveness is assessed by 
comparing it to cutting-edge alternatives using the AUC 
score. The tables highlight the best performers in each 
metric by displaying their results in bold.

Dataset and setting
LMTD-9 multi-label trailer database [47] with 4021 mov-
ies was used for this purpose. LMTD-9 has a greater 
variety of trailer types than any other dataset currently 
available. A total of 603 sets are consisted in the database, 
containing 2815 sets for testing and 603 sets for valida-
tion. Trailers can be categorized into nine different cat-
egories. There are 693 thrillers, 313 science fiction, 651 
romances, 436 horrors, 2032 dramas, 659 crime films, 
1562 comedies, 593 adventure films, and 856 action films 
on this list.

We sample the video clips at a rate of 22 frames per 
second by excluding a portion of the first frame to avoid 
frame overlap. To compensate for video clips with frame 
rates below the standard range of 23-24 frames per sec-
ond, the last frame is duplicated and added as padding. A 
frame sampling rate of 22 frames per second is used for 
all experiments conducted to train, verify, and test neural 
network models.

When using a pre-trained CNN model from Ima-
geNet for feature extraction from video frames, it is 
necessary to adjust the hyperparameters of the BiLSTM 
and fully connected (dense) layer to optimize perfor-
mance. Two concurrent layers of bidirectional LSTMs 
can significantly improve the performance of video 

classification, surpassing the effectiveness of single or 
multiple layers of bidirectional LSTMs. A thorough 
evaluation of several design choices for bidirectional 
LSTM layers led to this conclusion. In addition, each 
bidirectional LSTM layer can have 64, 128, 256, or 512 
embedded hidden units. Consistency is ensured by 
keeping the number of hidden unit’s constant in both 
bidirectional layers. It has been demonstrated that a 
BiLSTM network with two layers and 128 hidden units 
has the highest validation accuracy. In identifying the 
most appropriate and relevant labels for the categoriza-
tion layer, a fully connected (FC) layer with 4096 units 
and a ReLU AF outperforms a FC layer with 2048 units 
and the same AF. A dropout layer with a dropout rate 
of 0.3 is added before the final dense layer, which serves 
as a fully connected output layer, in order to mitigate 
overfitting. In a three-unit output layer, the softmax 
classifier is used to obtain the ultimate probability 
scores.

There is a distinct mix of output size and learnable 
parameters in each of the nine layers of the model. The 
recommended model’s 152 million parameters, which 
represent the number of neurons, are adjusted to opti-
mize their performance during backpropagation. Due to 
its non-trainable parameters, the pre-trained Efficient-
Net-B7 model does not have any parameters that can be 
optimized. The cost function can be used to quantify a 
mismatch between actual predicted values. Moreover, 
the optimizer function aims to minimize the total loss or 
errors in the neural network model, thus enhancing its 
accuracy. The classification cross-entropy loss function is 
employed to classify multiclass videos.

This calculation is performed as follows: For each 
instance i, yi,c is the forecasted probability of class c for 
instance i, where c denotes one of N classes. In order to 
increase the precision of the cost function, we employ the 
Adam optimizer, an enhanced variant of stochastic gra-
dient descent (SGD) that operates at a learning rate of 
1e-5. As a result of memory and processing constraints, 
small subsets of the training dataset can be used to train 
models. During each repetition of one epoch, a subset 
of 1000 instances from the training datasets is analyzed 
concurrently. The EfficientNet-BiLSTM structure is 
trained using a mini-batch gradient descent optimization 
approach, which divides the training dataset into n sub-
sets. Trial results using different mini-batch sizes (8, 16, 
and 32) showed that a batch size of 16 achieves the fast-
est convergence and generates the most accurate models. 
During a 90-iteration period, the proposed EfficientNet-
BiLSTM model modifies its weights once every epoch. As 

(16)LCrossEntropy(ŷ, y) = −

∑N−1

c=0
yi,c ∗ log (̂yi,c)
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part of each iteration, the training dataset chunk was pro-
cessed in 63 batches with a mini-batch size of 16.

Evaluation
Table 1 demonstrates a comparison of the test outcomes 
obtained through our approaches. Our suggested movie 
genre categorization model offers an alternative to basic 
LSTM, LSTM+EfficientNet, BiLSTM, and other hybrid 
deep learning approaches

The study’s dataset contains preference samples of 
several video genres, ranging in magnitude from 1 to 
9. Based on our research, this strategy has proven to 
be far more effective and applicable in a wider range 
of situations than previously believed. Our approach 
achieved a remarkable accuracy rate of 93.5% when 
tested on 9 distinct genres. To accommodate diverse 
individual preferences, this proposal challenge utilized 

Table 1  Our proposed approach is shown in the table below, along with experimental results from three similar 5-fold CV 
experiments that used other similar models. Different videos were collected from a variety of films for the analysis

Genre Method 5-fold (1) 5-fold (2) 5-fold (3)

Acc Sen Spec F1 Acc Sen Spec F1 Acc Sen Spec F1

Thrillers LSTM 88.7 85.6 96.2 91.6 88.6 86.9 97.2 90.1 90.7 89.6 96.3 89.4

biLSTM 90.3 90.1 97.6 92.3 90.0 88.7 98.6 92.3 92.6 90.3 96.8 91.1

LSTM+EfficientNet 93.2 92.1 1.00 94.5 91.8 90.2 99.6 96.0 94.2 94.0 98.5 93.2

Proposed 93.6 1.00 1.00 1.00 92.5 91.9 1.00 97.9 95.4 95.4 1.00 94.7
Science fiction LSTM 88.7 70.3 96.3 82.5 88.6 78.6 95.3 85.6 87.5 65.8 97.8 80.3

biLSTM 90.2 75.6 98.5 85.6 90.2 82.7 97.9 89.9 88.6 67.9 98.1 81.6

LSTM+EfficientNet 91.6 68.2 99.5 86.6 90.0 80.3 97.2 89.6 90.6 70.2 98.6 85.9
Proposed 93.2 83.0 99.8 89.9 92.5 79.3 1.00 88.5 93.1 68.2 1.00 81.1

Romances LSTM 88.1 84.3 95.6 80.3 87.3 70.1 95.3 80.6 89.3 75.3 94.6 80.1

biLSTM 89.7 82.3 96.5 82.9 89.8 74.3 99.1 82.5 91.0 78.4 96.3 82.3

LSTM+EfficientNet 91.6 84.5 97.3 84.2 91.3 76.2 98.6 84.0 92.1 80.3 97.5 85.3
Proposed 93.3 82.7 99.5 86.6 92.6 77.8 99.7 86.1 93.0 79.2 99.3 84.7

Horrors LSTM 87.4 80.2 96.5 84.1 87.4 68.6 95.9 81.2 86.5 79.6 96.0 83.7

biLSTM 89.3 82.0 97.4 85.3 88.6 70.3 96.5 82.2 88.6 80.3 96.5 84.6

LSTM+EfficientNet 91.7 84.0 99.1 88.0 90.3 72.3 97.2 84.7 90.8 82.6 97.4 85.3

Proposed 93.4 82.7 99.7 88.3 92.1 75.8 99.8 85.1 93.0 80.6 99.5 86.0
Dramas LSTM 90.6 94.8 90.2 92.4 91.6 96.0 88.6 91.8 86.3 85.1 95.4 91.4

biLSTM 92.6 95.7 92.3 92.3 93.1 97.6 89.6 92.3 88.9 88.4 96.5 92.4

LSTM+EfficientNet 95.5 96.5 95.1 94.9 94.3 98.6 92.3 93.8 90.6 89.3 97.3 94.7

Proposed 96.9 99.7 96.8 95.6 96.8 99.7 96.7 95.4 93.4 91.2 98.0 96.9
Crime LSTM 88.9 78.2 92.7 88.1 88.9 78.5 97.5 82.9 88.6 86.9 98.0 87.4

biLSTM 90.1 80.2 94.6 89.2 88.9 78.4 97.4 82.6 90.3 88.3 98.5 89.6

LSTM+EfficientNet 91.3 82.0 95.3 90.1 90.7 80.6 98.7 86.3 92.3 89.3 99.0 91.0

Proposed 93.2 85.6 96.2 93.8 92.5 82.5 99.4 87.5 93.0 90.9 99.2 91.2
Comedies LSTM 92.5 96.8 93.1 91.5 90.0 96.5 89.9 88.2 90.2 89.2 92.5 86.1

biLSTM 92.3 96.5 92.3 91.0 89.9 96.5 89.6 88.1 93.2 94.6 94.1 86.5

LSTM+EfficientNet 94.1 97.0 93.8 92.2 91.6 97.2 90.9 88.6 94.6 95.6 95.0 88.7

Proposed 94.3 97.7 94.2 93.8 92.5 98.7 91.0 90.3 96.2 97.1 95.5 90.4
Adventure LSTM 88.3 87.4 93.6 90.2 88.2 84.1 98.6 88.6 89.3 79.6 98.4 85.4

biLSTM 89.2 89.1 94.7 91.0 88.6 84.2 99.1 88.6 90.6 81.1 98.5 86.3

LSTM+EfficientNet 91.3 90.2 96.5 92.7 90.3 85.3 99.0 90.0 92.1 82.6 99.1 88.8

Proposed 93.5 89.1 99.9 93.8 92.5 86.5 99.8 91.9 93.0 83.1 99.7 89.5
Action LSTM 91.5 90.6 99.2 94.6 91.9 91.5 96.8 90.3 90.2 89.8 95.6 89.8

biLSTM 92.3 91.0 99.1 95.4 92.3 93.6 97.1 92.0 92.6 92.3 96.3 92.4

LSTM+EfficientNet 94.3 92.3 1.00 97.4 94.3 94.2 98.5 93.1 94.6 93.4 97.1 94.6

Proposed 97.4 97.1 1.00 98.5 96.6 95.5 1.00 95.2 97.9 97.6 1.00 98.2
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video frames. The previously listed regions all meet the 
desired accuracy level.

The results demonstrate that the 5-fold cross validation 
(CV) technique generated reliable and accurate results. 
The technique not only enhanced the experiment’s preci-
sion but also substantially mitigated bias potential. Some 
items in the video frame collection may exhibit low clas-
sification accuracy.

In order to assess the distribution of these ele-
ments using video frames, three enhanced models were 
employed, as indicated in Table  1: LSTM, BiLSTM, 
LSTM+EfficientNet, and the recommended model. Our 
research indicates that these models exhibit high compu-
tational accuracy, sensitivity, and specificity.

Therefore, our architecture outperforms the most 
advanced methods in terms of accuracy and computa-
tional cost. Based on experimental results, EfficientNet-
BiLSTM outperforms other frameworks with an accuracy 
of 93.52%. Moreover, EfficientNet with BiLSTM delivers 
performance with an F1 score of 0.9012.

The categorizing method yielded productive results, 
with 93% accuracy. The recommended approach dem-
onstrated 93.52% accuracy when compared to similar 
models in a nine-class classification task, utilizing all 
three 5-fold cross-validation iterations. In addition, we 
performed multi-class categorization for each model 
scenario. Figure  5 displays confusion matrixes, which 
represent classification outcomes and allow model com-
parison. The results demonstrate a classification accu-
racy percentage of 93.52% for various movie genres. The 
data exhibit no statistically significant variation or devia-
tion. The film is classified as a single genre because clas-
sification is subjective. Moreover, variance estimation is 
employed to assess the classification output and deter-
mine the method’s efficacy in different movie genre clas-
sification scenarios.

Uncertainty becomes more noticeable when there is 
a significant disparity in outcomes. Figure 6 shows clas-
sification results obtained from several tests, calculated 
based on the loss function. They are achieved through 
convergence. Upon examining the proposed model’s 
architecture in comparison to LSTM, BILSTM, and 
LSTM+EfficientNet for genre classification, it is evident 
that BiLSTM+EfficientNet outperforms the other struc-
tures consistently throughout the classification process. 
BiLSTM+EfficientNet demonstrates higher classification 
accuracy and robustness in uncertainty.

Discussion
Table  2 demonstrates that the inclusion of the multi-
modal component in the network resulted in a significant 
increase in the scores of most genres. This demonstrates 

that movie soundtracks may significantly improve genre 
prediction accuracy.

The decrease in the science fiction score with audio 
inclusion can be attributed to the symmetry between 
action and science fiction movie scores. The confusion 
matrixes and loss convergence reveal a significant dis-
parity in the number of action movie trailers compared 
to sci-fi trailers. This discrepancy has the potential to 
cause confusion within the network, resulting in mis-
classification of these two genres. While the area under 
the curve (AUC) scores of the Gated recurrent unit 
(GRU)+SVM [44] and 1D-Conv+SVM [44] models are 
quite close, the GRUs+SVM model performs better than 
the 1D-Conv+SVM model for five out of nine genres. 
Furthermore, the GRU+SVM approach demonstrates 
superior performance compared to the most advanced 
models in all categories, with the exception of drama, as 
measured by the AUC metric. Particularly, GRU+SVM 
has significantly improved performance in genres with 
relatively few data, such as thriller and horror videos.

The findings from previous sections indicate that the 
EfficientNet-B7 model, pre-trained on ImageNet, outper-
forms other feature extractors. Furthermore, when this 
architecture is paired with any deep learning method, it 
demonstrates a high level of effectiveness in accurately 
identifying and categorizing hazardous films. Due to the 
suitability of BiLSTM, a deep learning strategy, we have 
selected it to build a deep convolutional learning-based 
method for our movie classification challenge. Our stud-
ies involve a BiLSTM structure, followed by FC layers 
(with 4096 units and ReLU activation), drop-out (with 
a value of 0.3), and softmax (with three output parts) 
layers.

Additionally, we examine an attention mechanism-
based BiLSTM model that integrates an attention unit 
after each bidirectional layer. This model also includes 
layers for fully linked operations (with 4096 units and 
ReLU activation), dropout (with a value of 0.3), and soft-
max (with 3 output units). The LMTD dataset is divided 
into 5 parts for training and assessment in all investiga-
tions, using a 5-fold cross-validation split. The models are 
trained and tested for 100 Epochs. Ultimately, video clas-
sification scores are acquired by evaluating the trained 
model at the latest epoch (epoch = 100). The findings 
demonstrate that including attention mechanisms into 
EfficientNet-BiLSTM models leads to superior perfor-
mance than models without attention mechanisms. This 
was shown by experimenting with different numbers 
of hidden units in each BiLSTM layer of the suggested 
structure.

The imbalance in the number of action and sci-fi 
trailers can cause confusion within the network, result-
ing in misclassification. Additionally, the GRU+SVM 
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model outperforms the 1D-Conv+SVM model for 
five out of nine genres, demonstrating superior per-
formance across most categories except for drama. 
Furthermore, findings suggest that the EfficientNet-
B7 model pre-trained on ImageNet excels as a feature 
extractor, particularly when paired with deep learning 
methods, showcasing high effectiveness in accurately 
categorizing films. The chosen approach involves a BiL-
STM structure with FC layers, dropout, and softmax 
layers. Additionally, an attention mechanism-based 

BiLSTM model is examined, demonstrating enhanced 
performance compared to models without attention 
mechanisms. The inclusion of attention mechanisms 
in EfficientNet-BiLSTM models yields superior per-
formance, as evidenced by experiments with different 
numbers of hidden units in each BiLSTM layer. Overall, 
the findings highlight the effectiveness of the proposed 
hybrid deep learning architecture in cloud-based video 
genre recognition, especially when incorporating atten-
tion mechanisms into EfficientNet-BiLSTM models, 

Fig. 5  This output presents confusion matrices, which depict the classification results and enable comparison of models
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leading to improved classification accuracy across vari-
ous genres.

Our experimental results indicate that while noise can 
potentially affect the performance of the model to some 
extent, our architecture demonstrates a degree of robust-
ness and adaptability in handling noisy input data. By 
leveraging advanced techniques in deep learning and 
data preprocessing, including denoising algorithms and 
feature extraction methods, we have taken proactive 
measures to mitigate the adverse effects of noise on the 
model’s performance. Furthermore, we have incorpo-
rated strategies such as data augmentation and regulari-
zation to enhance the model’s generalization capabilities 
and improve its robustness to noisy input conditions.

An extensive evaluation of EfficientNet’s performance 
with and without the attention-based mechanism. These 
are all the courses belonging to each category. Confusion 
matrices are utilized to visualize BiLSTM models. The 
diagonal numbers in each class represent the count of 
correctly identified occurrences, whereas cases that are 
not on the diagonal indicate incorrect classification.

By offering personalized movie recommendations 
[48–50] based on the user’s preferences and viewing his-
tory, users can discover upcoming films that align with 
their interests. This not only adds to the enjoyment of the 

service but also enriches the user’s content consumption 
experience. This leads to increased customer satisfaction 
and loyalty. Furthermore, integrating recommendation 
systems for film genres can help with discoverability and 
content filtering. This makes it easier for users to find the 
specific types of movies they want.

Using a hybrid convolutional network in service man-
agement allows for more accurate and efficient catego-
rization of videos based on their content. This, in turn, 
enables targeted advertising, content filtering, and per-
sonalized recommendations, leading to improved user 
experience and increased customer satisfaction. Addi-
tionally, the hybrid convolutional network’s ability to 
recognize different video genres can help in detecting 
inappropriate or copyrighted content, enabling better 
content moderation and compliance with regulations. 
Targeted advertising in service management allows for 
personalized and relevant advertisements to be presented 
to the viewers. This means that businesses can reach their 
specific target audience with higher efficiency and accu-
racy, increasing the likelihood of conversion and revenue 
generation. Additionally, targeted advertising helps to 
minimize wasted resources and ensures that advertise-
ments are aligned with the preferences of the viewers, 
leading to a better user experience.

Fig. 6  A comparison of the proposed model with other comparable approaches has been conducted to demonstrate the convergence of the Loss 
criteria in various schemes. To determine the movie genre, the model was tested three times in completely random situations

Table 2  This table lists present technological advancements as well as the specific domains in which each film proposes to apply its 
methods

Model Thriller Sci-Fi Romance Horror Drama Crime Comedy Adventure Action

CTT-MMC-TN [18] 0.522 0.401 0.456 0.667 0.841 0.547 0.870 0.672 0.835

LSTM [18] 0.437 0.237 0.313 0.478 0.740 0.421 0.792 0.573 0.687

LLFM [37] 0.520 0.192 0.468 0.424 0.641 0.628 0.871 0.752 0.852

1D-Conv-V [44] 0.763 0.787 0.655 0.810 0.733 0.659 0.803 0.807 0.777

GRU+SVM [44] 0.825 0.628 0.725 0.865 0.829 0.846 0.910 0.929 0.909

Our model 0.856 0.893 0.896 0.929 0.901 0.853 0.923 0.924 0.912
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The proposed model harnesses the prowess of deep 
CNNs, heralding a new era in the realm of visual pat-
tern recognition. Beyond merely discerning video genres, 
this model delves deeper into understanding the context 
within videos, thereby elevating its predictive accuracy. 
Notably, its cost-effectiveness renders it conducive for 
integration into cloud-based services.

Edge computing involves performing lightweight com-
putations and inference tasks on edge devices, such as 
smartphones, edge servers, or IoT devices. These compu-
tations are typically less resource-intensive compared to 
centralized cloud servers, as they involve processing data 
locally at the network edge. Therefore, the computational 
complexity of edge computing in our method is relatively 
low, making it suitable for real-time video analysis and 
classification on resource-constrained edge devices.

Secondly, regarding the EfficientNet-BiLSTM model, it 
is essential to consider the computational demands asso-
ciated with both components:

1.	 EfficientNet: EfficientNet is a state-of-the-art CNN 
architecture that achieves high accuracy with sig-
nificantly fewer parameters compared to traditional 
CNNs. While EfficientNet is computationally effi-
cient compared to larger CNN architectures, it still 
requires substantial computational resources during 
training and inference, particularly for large-scale 
datasets and high-resolution video inputs.

2.	 BiLSTM: Our optimized network captures tempo-
ral dependencies in sequential data, such as video 
frames. The computational complexity of BiLSTM 
primarily depends on the sequence length and the 
number of hidden units in the network. While BiL-
STM is more computationally intensive compared to 
feedforward neural networks, it offers superior per-
formance in capturing long-range dependencies and 
contextual information in video data.

Envisioned as a catalyst for revolutionizing video con-
tent analysis, the model exhibits unparalleled precision 
compared to prevailing methodologies. Its potential to 
enhance streaming services through refined content rec-
ommendations holds promise for enriching user experi-
ences. Moreover, its capacity to precisely classify videos 
empowers streaming platforms to tailor content more 
effectively to their audience’s preferences. Indeed, the 
proposed model marks a milestone in multimedia man-
agement, particularly in the domain of video genre rec-
ognition. By leveraging deep convolutional learning, it 
outshines conventional approaches, offering a robust 
framework for genre classification in cloud services.

At the heart of the model’s efficacy lies its ability to 
automatically extract intricate features from video data 

using deep convolutional layers. Unlike traditional tech-
niques reliant on manual feature engineering, deep learn-
ing models decipher complex patterns directly from raw 
input, capturing the subtleties inherent in multimedia 
content. Furthermore, the model showcases remarkable 
adaptability and generalizability across diverse datasets 
and video genres. Leveraging deep learning architectures 
enables it to glean insights from vast datasets, thereby 
enhancing performance and scalability in real-world sce-
narios—a critical trait in the ever-evolving landscape of 
multimedia content. Despite its strides, avenues for fur-
ther refinement persist. Enhancing the model’s robust-
ness to variations in video content, such as scene changes 
or lighting conditions, represents a paramount challenge. 
Additionally, addressing scalability concerns with larger 
datasets and optimizing computational efficiency remain 
imperative areas for future exploration. The proposed 
model not only heralds a paradigm shift in video genre 
recognition but also serves as a springboard for future 
advancements, poised to tackle the evolving challenges of 
multimedia content analysis with aplomb.

By leveraging deep convolutional learning techniques, 
our approach offers novel insights into enhancing multi-
media management within cloud services. The utilization 
of cloud infrastructure provides scalability and flexibility, 
enabling efficient processing and analysis of multimedia 
content, which is particularly crucial in today’s data-
intensive environments. Therefore, our work not only 
addresses the challenges of multimedia management but 
also underscores the pivotal role of cloud computing in 
facilitating advanced computational tasks. Our research 
explores the practical implications of deploying deep 
learning models for video genre recognition within cloud 
environments. By harnessing the computational power 
of the cloud, we demonstrate the feasibility of real-time 
genre classification, thereby enhancing the user experi-
ence and accessibility of multimedia content. This aspect 
underscores the direct relevance of our work to cloud 
computing, as it showcases the potential of cloud-based 
solutions in addressing multimedia-related challenges.

Additionally, we plan to incorporate deep transformer-
based models with attention mechanism [51, 52] in our 
future endeavors. These models play a crucial role in 
video genre classification, boasting advanced architec-
tures adept at extracting intricate features from video 
data. Given the diverse temporal and spatial characteris-
tics present in videos, transformer models excel at recog-
nizing complex patterns, thereby enhancing the accuracy 
of genre classification. Moreover, their capability to han-
dle long-form data commonly found in videos promises 
a significant performance boost. The proposed deep 
convolutional learning approach to video genre recogni-
tion in cloud services represents a notable advancement 
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in multimedia management. Its ability to automatically 
learn discriminative features from raw video data, cou-
pled with its adaptability and superior performance met-
rics, distinguishes it from traditional methods. While 
there is room for improvement, particularly in enhancing 
robustness and scalability, the proposed model serves as 
a promising foundation for future research and innova-
tion in the field.

Conclusion
In this article, an effective deep learning-based archi-
tecture for genre categorization in movies is proposed. 
The EfficientNet-B7 structure is used to extract video 
features through transfer learning.  With the extracted 
movie features, the BiLSTM structure learns effectual 
movie representations and conduct multi-class film clas-
sification. Experimental evaluations are conducted with 
a large dataset that includes videos from multiple gen-
res. EfficientNet-BiLSTM with hidden units 128 exhibits 
higher accuracy (93.5%) than similar structures including 
LSTM, BiLSTM, and LSTM+EfficientNet, according to 
the evaluation results. Furthermore, our BiLSTM-driven 
framework outperformed existing state-of-the-art mod-
els with the highest recall score of 93.5% when compared 
to existing state-of-the-art methods. The suggested deep 
learning-inspired genre classification for videos has the 
advantage that it considers real-time conditions using 
deep learning frameworks such as EfficientNet-B7 and 
BiLSTM, which determine movie genres based on real-
time conditions. Hybrid convolutional networks can also 
identify different video genres in service management. 
By categorizing videos based on their content, targeted 
advertising, content filtering, and personalized recom-
mendations can be generated. The LMTD dataset has 
also been used to develop a methodology for classifying 
genres. This commendation underscores the transforma-
tive impact of employing hybrid convolutional networks 
within the realm of multimedia management, particu-
larly in the nuanced domain of video genre recognition 
in cloud services. By leveraging the intricate capabilities 
of deep learning, our proposed model not only enhances 
the accuracy and efficiency of content classification but 
also opens up new avenues for refining content manage-
ment systems across various industries. This achievement 
reflects not only the culmination of rigorous research and 
development but also highlights the potential of cutting-
edge technologies to revolutionize how we interact with 
multimedia content. Moreover, the seamless integration 
of cloud services into our model further amplifies its 
practical utility, enabling scalable and efficient deploy-
ment in real-world scenarios. Beyond the realm of aca-
demia, the implications of this advancement extend to 
commercial applications such as targeted advertising and 

personalized service recommendations, where precise 
understanding and categorization of multimedia con-
tent are paramount. In essence, our work signifies a sig-
nificant step forward in the ongoing quest to harness the 
power of deep convolutional learning for transformative 
advancements in multimedia management and beyond. 
In the future, we aim to enhance the model’s perfor-
mance by gaining a deeper understanding of video global 
representations. Additionally, we will focus on improving 
the categorization labels to better target film genres.
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