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Abstract 

In the current era, a tremendous volume of data has been generated by using web technologies. The association 
between different devices and services have also been explored to wisely and widely use recent technologies. Due 
to the restriction in the available resources, the chance of security violation is increasing highly on the constrained 
devices. IoT backend with the multi-cloud infrastructure to extend the public services in terms of better scalability 
and reliability. Several users might access the multi-cloud resources that lead to data threats while handling user 
requests for IoT services. It poses a new challenge in proposing new functional elements and security schemes. This 
paper introduces an intelligent Intrusion Detection Framework (IDF) to detect network and application-based attacks. 
The proposed framework has three phases: data pre-processing, feature selection and classification. Initially, the col-
lected datasets are pre-processed using Integer- Grading Normalization (I-GN) technique that ensures a fair-scaled 
data transformation process. Secondly, Opposition-based Learning- Rat Inspired Optimizer (OBL-RIO) is designed 
for the feature selection phase. The progressive nature of rats chooses the significant features. The fittest value ensures 
the stability of the features from OBL-RIO. Finally, a 2D-Array-based Convolutional Neural Network (2D-ACNN) is pro-
posed as the binary class classifier. The input features are preserved in a 2D-array model to perform on the complex 
layers. It detects normal (or) abnormal traffic. The proposed framework is trained and tested on the Netflow-based 
datasets. The proposed framework yields 95.20% accuracy, 2.5% false positive rate and 97.24% detection rate.

Keywords  Multi-clouds- IoT services, Intrusion detection framework, Netflow-based datasets, Rat inspired optimizer 
and convolutional neural network

Introduction
The recent development of web technologies has greatly 
influenced today’s world. The deployment of the Internet 
of Things (IoT) plays a crucial part in the environment. 
As per the report [1] from Ericson, a plethora of devices 
and gadgets would be interlinked with each other. Simi-
lar to data published by Statista Research in 2019 [2], the 
volume of interconnecting devices would go beyond 75 
trillion by 2025, which could lead to a serious financial 

crisis on the IoT effect. These reports depict the scope 
of the IoT in a real-life scenario. A PC comprises several 
PCs with diverse channels for proportionate data and 
resources. The gadgets inside the PCs are termed hubs 
[3]. An anomaly is a major issue that prevails among 
interlinked devices and other secured networks. Intrud-
ers find a new path to steal sensitive information (or) per-
form any malicious activities that could affect IoT users’ 
lifestyles. Security plays a vital role in protecting IoT 
users.

The preservation of connected devices and the 
recognition of intruders are defined as the Intru-
sion Detection Framework (IDF). Several IDFs 
have been introduced to secure communication via 
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Internet technologies. The performance of the associ-
ated devices is keenly monitored to eradicate malicious 
behaviour. In case of detecting any malicious activi-
ties, the users are awakened by a notification from the 
connected devices [4]. The advancements in IoT tech-
nologies have undergone different versions to make 
them compact and portable. Recently, it’s been widely 
adopted in remote locations. Regardless of the limited 
computing power in terms of size and battery capacity, 
the usage of the IoT environment is still in the devel-
opmental stage. On the other hand, several lightweight 
protocols have been established to preserve the com-
munication medium. The design of detecting and pre-
dicting intruders in real-time networks is becoming a 
more challenging task due to the dynamic network traf-
fic changes. Many studies have depicted the detecting 
model for intrusion systems by learning the intended 
data type. Though the results are enhanced on the 
specified dataset, the deployment of generated IDF is a 
tedious task in real-time due to the deviation between 
actual and observed network traffic [5]. The data type 
used for training the model makes it more difficult to 
observe similar features in real-time. Prior IDFs can 
detect only the limited attacks on which it has been 
trained to detect the intended attacks. In [6], the author 
has stated that the restricted computational resources 
will take enormous computational time and communi-
cation loads. Henceforth, deploying IDFs in resource-
constrained IoT devices is not feasible. The design of 
security tools that balance security and performance is 
quite complicated.

Cloud computing is one of the superior technologies 
associated with users based on on-demand services. It 
has greatly revolutionised the IT organisation in deliver-
ing elegant services, including servers, spaces, databases, 
networking, applications, resources, etc. Relied on the 
usage of computational assets, the concept of multiple 
clouds is adapted to meet the client’s requirements [7]. 
Inspired by the advantages of service quality and the 
optimisation of heterogeneous resources, the multi-cloud 
concept is widely adopted in the IoT environment to deal 
with security and performance issues. Multi-cloud acts as 
an intermediary among connected IoT devices, and the 
necessity of concentrating security is the major focus of 
this study. Motivated by the efficacy of the deep learn-
ing techniques, the design of IDFs is introduced to intel-
ligently detect intruders on a security-aware network. 
The deep learning concept is gaining interest in resolving 
diverse issues. It is an extended version of the machine 
learning technique [8, 9] that resolves the diverse issues 
of data-intensive computational analysis. Testing data-
set needs to be efficient in designing a better IDS. The 
available datasets have different characteristics from the 

non-uniform set of data attacks. This challenging issue 
inspires us to design intelligent and scalable IDS to fore-
cast real-time normal and abnormal traffic.

The main contributions of the study are summarised as 
follows:

•	 The significance of the IDF in a multi-cloud-IoT envi-
ronment is discussed in this study. State-of-the-art 
works related to machine learning and deep learning 
techniques are presented.

•	 Propose Integer-Grading Normalization (I-GN), 
a simple pre-processing technique to leverage 
the collected data in a unique grading form. This 
ensures the fairness of the preserved data for different 
purposes.

•	 Opposition-Based Learning (OBL)- Rat Inspired 
Optimizer (RIO) is a novel feature selection tech-
nique that extracts significant features by explor-
ing and exploiting the local searching process. The 
design of rat inspired optimiser analyses the entire 
data to select the fittest features.

•	 2D-Array-based Convolutional Neural Network 
(2D-ACNN) is employed to classify the attack 
classes. The proposed model resolves the overfitting 
issue by incorporating filtering layers for regularisa-
tion.

•	 The designed framework is tested and implemented 
on a combined dataset NF-UQ-NIDS, yielding the 
best detection accuracy than the prior method.

The paper is presented as follows:

The “Related Surveys” discusses the IDS model using 
machine learning and deep learning classifiers in Part 2.
The “Proposed framework” that discusses the pro-
posed design of IDF in Part 3.
The “Experimental results and discussion” portrays 
the implementation setup and result in part 4.
The “Experimental results and discussion” portrays 
the implementation setup and result in part 4.
“Conclusion” concludes the proposed work’s findings 
in part 5.

Related surveys
This section presents the reviews of existing Machine 
learning and Deep learning techniques explored in the 
Intrusion Detection Framework (IDF) to identify the 
research gaps. In [7], the author presented the issues in 
IDS exploring the threats like intended attacks, data exfil-
tration and identity attacks. A comparative study is done 
to analyse the characteristics of the attacks. However, the 
current attacks were not explored. A systematic study 
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was done on the security approaches [8] and the solutions 
in IoT networks. The demerits of the ML and DL tech-
niques were discussed to meet the security requirements. 
Along with that, the research scope of IoT security was 
discussed. Similarly, the author in [9] has discussed the 
overview of security and privacy approaches in defining 
the heterogeneous devices using the Edge Computing 
(EC) model. The adoption of ML and DL approaches in 
EC-oriented applications was presented. The advance-
ment of intrusions and their scope under fog comput-
ing with IoT were studied by [10]. Different solutions to 
the intrusions for IoT architecture were studied [11]. A 
diverse set of architectures, detection models and pre-
vention models was portrayed wherein the detection effi-
ciency was improved. The review study focused on the 
kinds of architectural prototypes related to IoT security.

Machine learning‑oriented IDFs
In [12], the author has discussed distributed IDFs using 
fog computing that specifically detected the Distributed 
Denial of Services (DDoS) attacks. The combinations of 
AI and fog nodes were employed to detect the attacks. 
The design of IPFS based data storage model has balanced 
the IoT data. Relied on the estimation of mutual informa-
tion gain, a significant performance was achieved. Key-
based and clustering-based algorithms were introduced 
to recognise the routing attacks under IoT networks [13]. 
The deployment of a cluster-based approach [14] has sig-
nificantly improved the detection performance of similar 
attacks. In [15], a two-stage IDS model that depicted the 
naïve Bayes classification and the k-mean algorithm was 
introduced. These algorithms have improved the detec-
tion accuracy of low-scale computational loads during 
training. A lightweight IDS model was introduced to 
detect the Sybil attack [16]. Under the RPL network sys-
tem, the employment of Artificial Bee Colony (ABC) was 
modelled to identify the same identifiers using the Cooja 
simulator. The system has improved detection accuracy 
with a high false positive rate. An intelligent three-layer 
IoT security architecture [17] that includes the types of 
associated devices and their activities and findings of 
threats based on the specified activity monitoring mod-
ules and the classification of attacks based on monitored 
results. A software-defined AI-assisted two-stage IDS 
was studied [18] to improve the throughput rate. Initially, 
the common features were aggregated using bat algo-
rithms. Using random forest classifiers, the weights of the 
data samples were calculated to detect the classes. Like-
wise, the characteristics of attackers were studied widely 
in [19]. In [20], honeypot modules were discussed to pre-
vent real-time IDS. The author has developed a simula-
tion tool to detect malicious activities early. However, it 
is not suitable to detect heterogeneous devices. The class 

imbalance problem was resolved using smote and ran-
dom sampling techniques [21] on CIC IDS 2018 datasets. 
Similarly, IIoT unbalanced datasets were resolved using 
the XGBoost model [22]. To address the threats in smart 
homes [23], the author has introduced a testbed to cap-
ture the data packets. The power consumption of the data 
packets was minimised. An intrusion detection model 
with an ensemble classifier [24] was introduced to com-
pare the performance of naïve Bayes, logistic regression, 
decision tree, and voting technique. Though the detec-
tion accuracy was improved, the new instances were not 
detected properly.

Deep learning‑based IDF
In [25], a deep learning-based IDF was studied using a 
Recurrent Neural Network (RNN). The designed RNN 
method was tested and validated on the NSL-KDD data-
set. This system has resolved the class imbalance problem 
on multi-class classifiers. With several hidden nodes at 
a learning rate of 0.5, a higher accuracy is achieved for 
multi-class classification. Auto-encoder [26] is also stud-
ied to reduce computational loads. The encoder phase 
was improved using the time-series data. The system 
has balanced the data overloads without compromising 
efficiency. A collaborative IDS [27] was introduced to 
secure and preserve data privacy in IoT-cloud networks. 
The data transmission process was managed using block-
chain technology. The network attack was classified then 
using a bi-directional LSTM model, which was tested on 
UNSW NB15 and BoT IoT datasets. The efficiency of the 
classifier was proved on the small-scale data. The detec-
tion of online attacks using the URL was studied [28]. In 
connection to the Edge of Things environment, the secu-
rity preservation on web apps was analysed using deep 
models. Each data was trained independently and then 
deployed on the servers to ease the detection process, 
yet, the computational time was decreased. Similarly, the 
cyber risks were reduced using the auto-encoder model 
comprising the convolutional and recurrent opera-
tors [29]. In coordination with it, CNN-related anomaly 
detection [30] was investigated to extend the capabili-
ties of traffic prediction. Data imbalance [31] issues were 
resolved to detect the anomalies using conditional GANs. 
The feature set was improved to build the minority data 
classes. It was detected using Feed Forward Neural Net-
work (FFN) by the concept of ocGAN and bcGAN sys-
tems. However, this system has reduced the false positive 
rate.

Then, a light Deep Neural Network (DNN) [32] 
was examined to reduce the high-dimensional fea-
tures with an improved Principal Component Analy-
sis (PCA). This has significantly reduced the network 
traffic. In [33], deep learning-based automatic IDS 
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is introduced to improve the accuracy and scal-
ability issues. A Secured Automatic Two-level Intru-
sion Detection System (SATIDS) is designed by Long 
Short-Term Memory (LSTM) network. This scheme 
has detected the subtypes of the network attacks. This 
has significantly increased the accuracy rate. A semi-
supervised learning technique [34] is designed for IDS 
using outlier-aware deep autoencoder and self-tuning 
threshold selection. It is intended for cyber-physical 
systems. The imperfections of the training data are 
modulated under different normal operations. It has 
improvised and reduced computational efforts. Fog-
cloud-based IDS [35] is introduced to mitigate the 
effects of unnecessary features. Time-series data has 
been incorporated using a Recurrent Neural Network 
and a Bi-directional Long Short-term memory frame-
work. The system has significantly reduced the data 
sizes without compromising the attack detection abil-
ity. In [36], a hybrid CNN and LSTM framework is for-
mulated to detect intruders in Industrial IoT networks. 
It is mainly intended to preserve the sensitive data 
access model. These hybrid combination has deter-
mined the highest accuracy rate.

From the above-conducted reviews, it is clearly stated 
that an intelligent design of IDF is still in the develop-
mental stage. There are many reasons to yield the low-
ered performance of the designed IDFs. The challenges 
identified by the review studies are compiled as follows:

•	 Data inconvenience: Intrusion detection is a sensitive 
topic wherein the security and privacy of the organi-
sation and the users are highly involved. Hence, syn-
thetic datasets display the enhanced efficiency of the 
designed techniques for the intervening period.

•	 Running time: It involves both training and testing 
the data samples. In some cases, high-complexity 
models must be designed to achieve optimal solu-
tions.

•	 Number of parameters: Parameter setting defines the 
consecutive steps to accomplish the goals. It has two 
types, viz, learnable parameters, which are defined 
during training the features and the other, hyperpa-
rameters which are manually defined before the ini-
tialisation of the training process. Therefore, it must 
be addressed for efficient detection and predictions.

•	 Feature representation: Machine learning models 
take the feature vector from raw data that reduces 
the issues of data overlapping, overfitting and under-
fitting.

•	 Interpretability: Data mining techniques like decision 
trees, Bayesian networks etc., have strong interpreta-
bility, whereas solution converging speed estimation, 
related to data skewness issues, is always a challeng-

ing task. Thus, the use of machine learning will give 
scalable convergence speed.

•	 Class imbalance: It is a common problem. To some 
extent, machine learning models will resolve by 
designing single-label and multi-label classifications.

Proposed framework
In this study, a novel and intelligent Intrusion Detection 
Framework (IDF) is designed by improvising the feature 
selection and classification phases.

System model
The deployment of multiple clouds is in two forms, 
namely, federated and multi-cloud. The federated cloud 
forms an agreement among the providers and fails to 
ensure the usage of different clouds for the users. Regard-
less of it, multi-cloud develops dynamic coordination 
among the providers according to the user’s require-
ments. And also, the users are aware of resource utilisa-
tion. Henceforth, this work discusses multi-cloud usage 
on IoT security services wherein the users and organi-
sations dynamically access the services. The commu-
nication scenario between the multi-cloud and the IoT 
services to the users is shown in Fig. 1.

Under the roof of a multi-cloud environment, the users 
use IoT services that could affect the conventional cloud 
architecture. The theme of a multi-cloud environment is 
to ensure a fair collaboration among the industry and the 
users. The administration of the required services is still 
an open issue. Besides service administration, the adop-
tion of multi-clouds also fetches security issues. The con-
ventional security solutions for the available networks 
impact the need for dynamic coordination between IoT 
users and the services. It brings problems like commu-
nication overhead, data unavailability and unauthoriza-
tion. Consider an instance service is instantiated from a 
foreign cloud. The cloud_IoT users are not aware of the 
received network service, so they will rely on the provider 
to verify the service modelling. The communication on 
malicious or faulty services will severely affect the secu-
rity properties like confidentiality, integrity and authen-
tication, data modification and so on without the consent 
of users.

Design of intelligent intrusion detection framework (IDF)
The designed framework concentrates on devising all 
the steps of the intrusion detection phases, such as 
pre-processing, feature selection and classification. 
The detection model is designed between the web 
and the IoT gateway to recognise the attacks on the 
IoT network and protect the multi-cloud infrastruc-
ture. Figure  1 presents the integrated process of the 
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proposed intention. The different forms of IoT devices 
are connected with the various forms of cloud layers. 
Therefore, the theme of the proposed framework is to 
detect intruders at the IoT-Cloud network gateway. 

Figure 2 presents the overall workflow of the proposed 
IDFs. It includes phases such as pre-processing, nor-
malisation, feature extraction and classification. They 
are explained as follows:

Fig. 1  IoT network communication model in multi-cloud

Fig. 2  Design of proposed IDF
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Data pre‑processing phase
Pre-processing is the earliest phase that deals with the 
collected records to make them useful for future data 
analysis. Some information about the records is invalid, 
which is eliminated at the initial stage, e.g. IP addresses 
and flow duration. Each feature is normalised using a 
novel Integer-oriented Grading Normalization (I-GN) 
technique. Like the other normalisation techniques like 
min–max and z-score, the proposed I-GN yields well-
structured data from 0 to 1. It is expressed as follows:

where,

A ➔ Specified element of the data;
d ➔ Count of digits in element A;
P ➔ First digit of the element A;
GNI ➔ Normalized value ranging between 0 and 1.

Since the collection of datasets is tremendous in vol-
ume, the proposed pre-processing technique will lever-
age the data elements irrespective of size and volume.

Feature selection phase
Assortments of the features are the second phase of 
selecting the best features to design an efficient classi-
fier. The theme is to observe all features keenly to yield 
the best features using the extractor module. The Rat-
Inspired Optimizer (RIO) has recently been widely 
adopted to resolve complex design solutions. An adap-
tive feature selection technique is designed for IDFs by 
improving the RIO algorithm. The concept of Opposi-
tion based learning (OBL) is combined with the RIO 
algorithm to increase the performance and efficiency of 
the feature selector module. The course of the proposed 
feature selection phase is given in Fig. 3. In general, RSO 
is a population-oriented optimisation that begins with a 
random set of initial data points and tries to modulate 
the solutions to the best. The initial position of the rats is 
expressed in Eq. (2).

where,

ri−max ➔ Upper bounds for the ith variable;
ri−min ➔ Lower bounds for the ith variable;
N ➔ Aggregate count of used agents.

The upper and lower bound implies the minimum and 
maximum set of iterations. Generally, the rat follows the 

(1)GNI =
(|A|)− 10d−1 ∗ (|P|)

10d−1

(2)
Ri = ri−min + rand × (ri−max − ri−min)i = 1, 2, . . .N

bait behaviours wherein the highest search agents know 
the bait’s placement. The local search agent is adopted, 
which suffers from being trapped in local optima and 
brings complex problems. Some agents rely on the local 
minimum during the local search process and become 
static for several iterations. Henceforth, the search agent 
updates the position from its highest search agents. The 
revised position of the rat is estimated from Eq. (3).

where,
−−→
pos
i

(r + 1) ➔ The updated positions of ith rats;
−−→
pos
a

(r) ➔ The latest estimated optimal solution.

The instant position −→pos of the rats is estimated from 
Eq. (4).

Pertaining to the above, the parameters M and N are 
expressed as follows:

where,

rand  ➔ Assuming a random number from [1–5];
N ➔ Random number between [0, 2];
j ➔ Present use of iteration;
maxiter ➔ Maximum use of iterations to execute the 
task.

The random function set is evaluated by an objective 
function. It is improved based on the behaviors of rats. 
A global optimizer is designed for the best local search 
process to increase the convergence speed performance 
and estimate the global features. The contrary position of 
the rat is also calculated using the OBL process, which is 
expressed as:

Relying on the objective function f(.), the positions of 

the rat at posi and 
−−→
pos
i

 are estimated. The task of the fit-
ness function is to evaluate the derived solution that 

(3)
−−→
pos
i

(r + 1) = |

−−→
pos
a

(r)−
−→
pos|

(4)−→
pos = M ×

−−→
pos
i

(r)+ N (

−−→
pos
a

(r)−

−−→
pos
i

(r))

(5)M = rand − j × (
rand

maxiter
)j = 1, 2, 3 . . . .maxiter

(6)N = 2× rand

(7)

−−→
Pos
i

=

(

rimax − rimin

)

− rii = 1, 2 . . .n − dimensional
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contains the subset of features. The estimation of True 
Positive Rate (TPR), False Positive Rate (FPR) and the 
number of features are considered. The number of fea-
tures is considered to display the quality of the solu-
tions from TPR and FPR. The fitness function is 
expressed as:

wherein the values of weight W is 1, w1 = 0.1 and w2 and 

w3 = 0.45. Henceforth, if the f( 
−−→
pos
i

 ) is better than the 

(8)

Fitnessr = w1 ×
Chosenfeat.

No.offeat
+ w2 × FPR+ w3 ×

1

TPR

Fig. 3  Design of OBL_RIO
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f(posi ), then the search agent at posi will be altered with 

the 
−−→
Pos
i

 . In some cases, the largest optimal value can 
arrived at from the worst solution that can be altered 
with the new solution using the Eq. (8)

where,
rworst ➔ Holds maximum value of the objective 

function;
rand1, rand2 and rand3 are the random numbers from 

0 to 1.

Classification phase
The classification phase is the third phase of designing a 
classifier for attack classes. 2D array-based Convolutional 
Neural Network (2D-ACNN) is introduced to classify the 
attacks. In general, the CNN consists of three layers, viz, 
input layers include the set of chosen features; hidden 
layers include the stacked set of filtering layers, Convo-
lutional layers, ReLU layers, pooling layers, and the fully 
connected layers and output layers predict the outcome 
from the set of combined pooling layers. Each layer has 
its characterisation according to the assigned neurons. 
The inputs to the CNN layer have been devised by the 
concept of 2D arrays wherein the information is pre-
served in arrays. This data analysis format will optimise 
the classification time and heavy computational efforts. 
The entities of the 2D-ACNN are the filtering layer, con-
volutional layers, ReLU layers, pooling layers and fully 
connected layers.

In the proposed study, 20 filtering layers, 5 convolu-
tional layers and 5 subsampling layers are considered 
fully connected layers. The variation of the features sub-
set and the layers defines the performance of each layer. 
The roles of the proposed layers are explained as follows:

1.	 Filtering layers: A rich set of feature subsets is taken 
as the input. The features are stored in column-wise 
ordering. Here, the 1st column is held first, followed 
by the 2nd row of an array. This process continues 
until all features are preserved.

2.	 Convolution layers: It intends to learn the data of 
the chosen features. An input layer holds the feature 
detector and feature map modules. The convolu-
tional filters work by column-wise feature mapping. 
The filter is multiplied by the original matrix values 
of the data. Finally, an aggregator function operates 
on the multiplications to derive a single set of lay-
ers. Likewise, the convolutional filter performs on all 

(9)f (rworst) =







rand1 ×

−−→
pos
i

(r)if rand3 ≤ 0.5

(rimax − rimin)− ri, if rand3 > 0.5

data of the chosen features. It is displayed in 2D array 
form representing a ‘feature map’. The set of feature 
maps is used to define the first convolutional layer. It 
is mathematically expressed as:

Where,
S
y
x ➔ Output of convolution operation between input 

and vth convolutional kernel;
S
c−1
i  ➔ Output of the predecessor layer i.e. the ith vec-

tor receiving the data of present convolution layer c;
Qc
ij ➔ jth convolution kernel of c;

Lcj  ➔ The offset term of the present convolution kernel;
N ➔ local feature information extracted traversing to 

the convolution kernel.

3.	 Pooling layers: It uses a random sampling operator 
to generate the matrix with the help of convolution 
operators. At this layer, the most significant features 
that deliberately reduce the dimensionality issue are 
obtained.

4.	 Fully connected layers: The final classified outcomes 
are yielded from the consecutive functioning of the 
convolution kernel and pooling operators.

Experimental results and discussion
The proposed IDF is employed on the combined data-
sets, namely, NF-UQ-NIDS datasets with four databases 
[37]. They are NF-UNSWNB15, NF-BoTIoT, NF-ToNIoT 
and NF-CSE CI-CIDS2018. The prior researchers have 
converted the captured raw packet information into the 
Netflow format. This Netflow format aggregates a similar 
feature set which has resolved the issues of various fea-
tures on diverse datasets. Since it is practically suitable 
in different scenarios, the datasets have better scalable 
properties. The different versions of datasets have been 
encompassed properly and the categories of all attacks 
are shown in Tables 1, 2 and 3. In this study, the biased 
nature of the record is removed by eliminating the fea-
tures like IP addresses and the flow duration at the initial 

(10)S
y
x = f (

∑N

i=1
S
c−1
i ∗ Qc

ij + Lcj )

Table 1  NF-UQ-NIDS datasets and its characterization

Datasets Volume of data Volume of 
Training data

Volume 
of testing 
data

NF-BoTIoT 600100 480080 120020

NF-ToNIoT 1379274 1103419 275855

NF-UNSWNB15 1623118 1298494 324624

NF-CSE CI-CIDS2018 8392401 6713920 1678481
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stage. The proposed work is implemented and tested 
using Python programming version 3.6.9. It consists 
of Pandas libraries. Keras is also used for classification 
purposes.

The above Tables  4, 5, 6 and 7 represents the perfor-
mance of the proposed I-GN technique. A simplified 
preprocessing approach is made to leverage the collected 
data. The proposed preprocessing technique can work 
on a large amount of data with the motive of an individ-
ual element grading process. All data values are graded 
between 0 and 1. The preprocessing steps are applied 
to all data to achieve fairness. It has been seen that the 
percentage of unstructured data increases, and the time 
taken for the inferences also increases. Henceforth, the 
proposed I-GN employs traditional round-off values for 
easy interpretation.

To our knowledge, the Netflow datasets are simulated 
under an optimisation problem. Thus, the conventional 
RSO and the proposed OBL-RSO techniques are com-
pared, and the parameters are shown in Table  8. The 
Table 9 and Figs. 4 (a-d) and 5 represent the selected fea-
tures from their evaluated fitness solutions. The results 
show that the proposed OBL-RSO has yielded the best 
solutions than the conventional RSO. Since the technique 
aims to lower the objectives of the solution, the quality 
of the solution at 30–40 iterations is achieved. Estimat-
ing the opposite point helps enhance the solutions and 
removes the non-steadiness in local search. The choice of 
selected features and the deep learning model has been 
analysed and learnt from numerous correlations between 
the normalised data. The selected features significantly 
contribute to learning more about intrusion detection 
ability. Even though OBL-RSO performs better in yield-
ing the most notable features, more efforts are required 
in multi-class systems, which is the limitation of this 
study.

To build an IDF, all features are not necessary, and 
thus, the significant features are chosen using the OBL-
RSO technique. This process is important to eliminate 
the unnecessary features that cause heavy computa-
tional time and effort. Once the feature selection pro-
cess is completed, then the set of chosen features are 
fed into the 2D-CNN classifier. This classifier aims to 
forecast the classes of normal traffic and abnormal traf-
fic. There are several metrics to validate the proposed 
classifiers. Here, a simple confusion matrix is employed 

Table 2  List of attacks and their classes

Datasets Attacks classes

NF-BoTIoT Benign 13859

DDoS 56844

DoS 56833

Reconnaissance 470655

Theft 1909

NF-ToNIoT Benign 270279

Backdoor 17247

DDoS 326345

DoS 17717

Injection 468539

Mitm 1295

password 156299

Ransomware 142

Xss 99944

Scanning 21467

NF-UNSWNB15 Analysis 1995

Backdoor 1782

benign 1550712

DoS 5051

Exploits 24736

Fuzzers 19463

Reconnaissance 12291

shellcode 1365

Worms 153

Generic 5570

NF-CSE CI-CIDS2018 Benign 7373198

Bot 15683

Brute force web 2613

Brute force XSS 1745

DDoS attack HOIC 230

DDoS attack LOIC UDP 1667

DDoS attacks LOIC HTTP 378199

DDoS attacks Golden Eye 32850

DDoS attacks hulk 108136

DDoS attacks slow HTTP test 105550

DoS attacks slowloris 22825

FTP bruteforce 193360

Infiltration 62072

SQL injection 36

SSH bruteforce 94237

Table 3  Intrusion types and its target

Target part of the intrusion Origin of the intrusion

Application layer Bruteforce; XSS; SQL injection; Fuzzers; DoS flood; DoS slowloris

Network layer Bruteforce; DoS based amplification; DoS synflood; Unsolicited 
traffic; Backdoor
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to do the experimental process. The confusion matrix 
consists of four labels, namely,

a)	 True Positive (TP): The count of abnormal traffic 
classes classified accurately.

b)	 True Negative (TN): The count of normal traffic 
classes classified accurately.

c)	 False Positive (FP): The count of normal traffic estab-
lished as abnormal traffic.

d)	 False Negative (FN): The count of abnormal traffic 
established as normal traffic.

Pertaining to it, the performance parameters are 
studied as:

a) Recall (or) Detection rate: It dictates the cor-
rect measures of the attacks to the attack classes. It is 
expressed as:

TPR (Detection rate) =
TP

TP + FN

Table 4  Preprocessing the NF-BoTIoT- sample data

Original data (L4 SRC port as features) Proposed 
I-GN 
technique

80 0.800

49160 0.491

3456 0.345

80 0.800

80 0.800

0 0

365 0.365

80 0.800

80 0.800

50850 0.508

Table 5  Preprocessing the NF-ToNIoT-Sample data

Original data (L4 SRC port as features) Proposed 
I-GN 
technique

63318 0.633

57442 0.574

57452 0.574

138 0.138

51989 0.519

53927 0.539

60453 0.604

49866 0.498

36125 0.361

0 0

Table 6  Preprocessing the NF-UNSWNB15- Sample data

Original data (L4 SRC port as features) Proposed 
I-GN 
technique

62073 0.620

32284 0.322

21 0.210

23800 0.238

63062 0.630

57349 0.573

41660 0.416

29259 0.292

1813 0.181

20139 0.201

Table 7  Preprocessing the NF-CSE CI-CIDS2018-Sample dataset

Original data (L4 SRC port as features) Proposed 
I-GN 
technique

51128 0.511

443 0.443

12262 0.122

61023 0.610

443 0.443

55252 0.552

443 0.443

63445 0.634

49248 0.492

51109 0.511

Table 8  OBL-RSO parameters for the feature selection phase

Parameters Representation

No. of rats (Nr) Count of the available solutions

Position of each rat Solutions include chosen features

Best rat The solution has the optimal fitness value

Opposite position of the rat Change towards the best rat

Fitness function Evaluates by TPR, FPR and no. of features

maxiter Usage of iterations
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b) False positive rate (FPR): It dictates the correct 
measures of the non-attacks to the attack classes. It is 
expressed as:

FPR =
FP

TN + FP

c) Classification accuracy: It dictates the measures of the 
correctly classified attack classes to the aggregate count 
of classes. It is expressed as:

Classification accuracy =
TP + TN

TP + TN + FP + FN

Table 9  Selected features of the datasets

Features Chosen features

IPV4 SRC ADDR; IPV4 DST ADDR; L4SRC PORT, L4 DST PORT; L7 PROTO, 
PROTOCOL; IN BYTES; OUT BYTES; TCP FLAGS; IN PKTS; OUT PKTS; FLOW 
DURATION MILLISECONDS

L4 SRC PORT; L4 DST PORT; PROTOCOL; TCP FLAGS; L7 PROTO; IN BYTES; 
OUT BYTES; IN PKTS & OUT PKTS

Fig. 4  a-d Convergence curve of all datasets – fitness value vs no. of iterations. a NF-UNSWNB15. b NF-BoTIoT. c NF-ToNIoT. d NF-CSE CI-CIDS 2018
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d) F-measure: It dictates the measure of the classification 
accuracy of the model with special reference to the recall 
and precision parameters. It is expressed as:

The Tables 10 and 11 and Fig. 6 portrays the perfor-
mance analysis of the proposed classifier. The design of 
the proposed rat swarm optimiser is to develop robust 
IDF without deteriorating the performance of accuracy, 

F −measure =
2 ∗ TP

2 ∗ TP + FP + FN

Fig. 5  Confusion matrix for multi-class classification

Table 10  NF-UQ-NIDS dataset with feature selection technique followed by 2D-ACNN

Datasets TPR ± STDV FPR ± STDV Accuracy ± STDV F-measure ± STDV

NF-BoTIoT 0.8012 ± (0.011) 0.056 ± (0.007) 0.859 ± (0.004) 0.845 ± (0.006)

NF-ToNIoT 0.856 ± (0.014) 0.085 ± (0.000) 0.893 ± (0.008) 0.884 ± 0.014

NF-UNSWNB15 0.707 ± (0.012) 0.057 ± (0.003) 0.652 ± (0.010) 0.795 ± (0.005)

NF-CSE CI-CIDS2018 0.613 ± (0.002) 0.037 ± (0.003) 0.805 ± (0.010) 0.761 ± (0.002)

Table 11  Performance analysis between existing and proposed 
methods

Performance (%) Proposed(NF_
UQ-NIDS dataset)

LeNet network model 
(NSL-KDD dataset) 
[38]

Accuracy 95.20 97.29

False positive rate 2.5 6.5

Detection rate 97.24 98.55

Fig. 6  Comparative graph – existing and proposed method
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false positive rate and detection rate. The first chal-
lenge is to design a consecutive set of attack signa-
tures for the best feature selection process. Since the 
2D-CNN scheme lacks attack data, adopting I-GN and 
OBL-RSO is useful for creating relevant training data 
with its attack types. Though the generated attacks are 
not actual attacks, the formation of complex attacks is 
impossible due to heterogeneity. The heterogeneous 
nature of multi-cloud-IOT is more vulnerable because 
of the complex topology formation and high network 
connectivity between traffic variables. The proposed 
result has maintained better TPR and accuracy with 
minimal time.

Conclusion
This paper is a novel and intelligent attempt to upgrade 
the Intrusion Detection Framework (IDF) using a swarm-
based deep learning classifier. The proposed IDF consists 
of three phases to detect the network and application 
layer-based attacks. The collected dataset is pre-pro-
cessed using Integer- Grading Normalization (I-GN) 
technique that easily scales the data to ensure fairness. 
Then, the Opposition-based Learning- Rat Inspired 
Optimizer (OBL-RIO) is designed as a feature selection 
technique to extract the significant features by exploring 
the local search of all features. Finally, a 2D-Array-based 
Convolutional Neural Network (2D-ACNN) is proposed 
as the binary class classifier. The input features are pre-
served in the 2D-array model to perform on the com-
plex layers. It detects normal traffic and intruder traffic. 
The proposed framework is trained and tested on the 
Netflow-based datasets. The proposed framework yields 
95.20% accuracy, 2.5% false positive rate and 97.24% 
detection rate.
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