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Abstract 

Enterprises have both new opportunities and new challenges as a result of the rapid advancements in information 
technology that have accompanied the age of economic globalization. With the growth of internet of Things devices, 
data sizes have significantly increased. Further, the traditional cloud platform has been enriched with edge computing 
so that the huge data can be processed where it is collected. Therefore, businesses must adapt to new size require-
ments and rising standards for technical content. Forecasting corporate sales has emerged as a hot topic in the field 
of digital management. To successfully direct the future production and existence of enterprises, time series forecast-
ing is of utmost importance and value. This is because it makes use of already-existing data to get the best predicting 
result. This work proposes a combination of enterprise sales forecasting from the perspective of digital management 
and neural networks, and proposes a network HATT-CNN-BiLSTM model for enterprise sales forecasting. First, this 
work combines multi-scale CNN (MSCNN) with improved BiLSTM (IBiLSTM) model. The MSCNN is utilized to extract 
spatial features with different scale, and it is often impossible to effectively explore the rules of time series features, 
and the processing of time series data is the strength of the LSTM network. Moreover, the IBiLSTM model can explore 
time series features in both directions, and therefore more useful information can be obtained. The MSCNN-IBiLSTM 
model, which is composed of MSCNN and IBiLSTM, can take advantage of strengths and avoid weaknesses, and give 
full play to the roles of the two models in different fields. Second, this work proposes a hybrid attention mechanism 
that combines self-attention, channel attention, and spatial attention. It enhances features extracted by MSCNN-
IBiLSTM through a hybrid attention to build HATT-MSCNN-IBiLSTM network, which can extract more discriminative 
features. Third, this work conducts comprehensive and systematic experiments on HATT- MSCNN-IBiLSTM to verify 
feasibility of the proposed method. The proposed model is implemented over an edge computing platform that 
increases the model training speed and improve the response time.
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Introduction
All parts of social life have been impacted by the prolif-
eration of computer technology and network commu-
nication technologies, which have transformed people’s 

professional and personal lives to unprecedented extents. 
Modern information technology is playing an increas-
ingly crucial role in business management. It is becoming 
increasingly common for businesses to use information 
technology into the production and operation manage-
ment process, and this trend opens up new avenues for 
advancing enterprise management theory, method-
ologies, and tools. Due to the current state of overpro-
duction brought on by the growth of social economy, 
industry competitiveness is getting increasingly harsh. In 
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order to obtain better corporate benefits, enterprise man-
agers have to start paying attention to how to improve 
employee work, reduce costs, and improve corporate 
benefits and competitiveness. More and more enterprise 
managers realize that the application of digital manage-
ment is one of the most significant ways to address these 
problems [1–5].

Enterprise information system is the comprehensive 
application for information technology in production as 
well as operation management, and it is a tool to real-
ize transformation of traditional industries and promote 
the efficiency and effect of enterprise management. It 
has become an important development trend of enter-
prise management reform to realize the transformation 
of enterprise production and management through the 
construction of information system. Enterprise informa-
tization construction has been carried out in an all-round 
way in the business world, but the paradox of benefit of 
informatization construction still plagues enterprises and 
their managers who are or plan to carry out informatiza-
tion construction. In the technical aspects of enterprise 
informatization construction and information system 
construction, a relatively mature theoretical system with 
information engineering as the core has been formed. It 
includes the analysis, development, implementation and 
maintenance of information systems involving the entire 
life cycle of the methodology of the information system.

The theoretical research of enterprise information sys-
tem should be traced back to the source, starting from 
enterprise management, and taking enterprise manage-
ment reform under modern information technology as 
its theoretical basis from the perspective of management 
technology and management tools. Enterprise informa-
tion system is a significant technical means for enterprise 
management. The demand for enterprise management 
reform drives the construction of information system, 
and enterprise information system serves enterprise 
management. The theory of information system con-
struction is subordinate to the theory of enterprise man-
agement. Therefore, only by studying the construction 
of enterprise information system from the level of enter-
prise management theory, can we find the best theoreti-
cal guidance for the construction of information system 
[6–10].

Modern information technology has made possible 
for researchers to focus on the role of information tech-
nology in enterprise management, as well as how infor-
mation technology may be used to improve enterprise 
management. These studies are mainly practice-oriented, 
and many related studies are empirical generalizations or 
specific methods, basically focusing on applied research, 
which has played a certain guiding role in the manage-
ment practice of enterprises. However, there is a lack of 

general and systematic theoretical refinement. Enter-
prise digital management is an innovation of modern 
enterprise management theory and its application. The 
introduction of the enterprise digital management model 
provides a broader space for traditional management to 
change, and also provides a way for many management 
innovation theories to be realized. Information technol-
ogy has penetrated into every corner of management, 
and management is full of digital flavor from head to toe. 
Digitalization softens the hardness of management, lib-
erates the elements of management that were originally 
restricted by time and space factors, and further adheres 
the original relatively isolated relationship between man-
agement elements. The synergy between the management 
elements has been brought into play more effectively. As 
a non-linear open complex system, the management sys-
tem has caused a sudden change in traditional manage-
ment after the fluctuation of factors such as hardness and 
adhesion between elements. The management after the 
mutation, that is, digital management, has realize a fun-
damental change from inorganic management to organic 
management, showing the characteristics that traditional 
management does not have [11–15].

Because digital management has brought many posi-
tive effects to enterprises, it is a very important subject to 
forecast and evaluate enterprise sales from the perspec-
tive of digital management, which is also a subject closely 
related to time series. With development for science, 
people’s life has many possibilities and many unknowns. 
Whether it is an individual or an enterprise, they all hope 
to have a certain forecast or control over the future, so 
as to limit the losses to a controllable range as much 
as possible. Or the relevant personnel can take action 
in advance to obtain benefits based on the predicted 
trend. In the academic field, the research on time series 
has never stopped. At present, time series has become a 
kind of data science, guides people’s production and life 
through the data generated by the prediction method, so 
as to carry out reasonable resource allocation and sched-
uling. Sales forecasting is very important for enterprises. 
A reasonable sales forecast can affect the production, 
procurement, distribution and inventory of enterprises, 
and optimize supply chain management for enterprises 
[16–20].

This work proposes a combination of enterprise sales 
forecasting from the perspective of digital management 
and neural networks, and proposes a network HATT-
CNN-BiLSTM model for enterprise sales forecasting. 
First, this work combines MSCNN with IBiLSTM mod-
els. The MSCNN model is mainly used to extract spatial 
features with different scale, while IBiLSTM can explore 
time series features in both directions, and more useful 
information can be obtained. The MSCNN-IBiLSTM, 
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which is composed of MSCNN and IBiLSTM, can take 
advantage of strengths and avoid weaknesses, and give 
full play to the roles of the two models in different fields. 
Second, this work proposes a hybrid attention mecha-
nism that combines self-attention, channel attention, 
and spatial attention mechanisms. It improves features 
extracted by the MSCNN-IBiLSTM model through a 
hybrid attention module to build HATT- MSCNN-IBiL-
STM network, which can extract more discriminative 
features. Third, this work conducts comprehensive and 
systematic experiments on HATT- MSCNN-IBiLSTM 
to verify the feasibility and superiority. The proposed 
model is implemented over an edge computing platform 
that increases the model training speed and improve the 
response time. The following are the major contributions 
of the research work completed in this paper.

•	 We combine MSCNN and IBiLSTM models so that 
the MSCNN model is mainly used to extract spa-
tial features with different scale, while the IBiLSTM 
approach can explore time series features in both 
directions.

•	 We propose a hybrid attention mechanism that com-
bines self-attention, channel attention, and spatial 
attention mechanisms.

•	 We conduct comprehensive and systematic experi-
ments over an edge-cloud computing platform that 
increases the model training speed and improve the 
response time.

The rest of the manuscript is organized in the follow-
ing manner. We offer a brief review of the existing works 
in Related work section. The proposed model along with 
the machine learning model and its implementation over 
an edge-cloud infrastructure is deliberated in The pro-
posed method section. Detail experimental parameters 
and the achieve results are explained in Experiments and 
discussion section. Comparison of the proposed model 
with other closest rivals is also discussed in this section. 
Finally, Conclusions and future work section concludes 
this paper and offers few directions for further research.

Related work
In [21], the authors started from the development 
method, and divided the digital mode of enterprises into 
three categories. The first type was the self-develop-
ment mode. This mode was for enterprises to conduct 
research on their own actual needs and used a variety 
of systems for information operation. The second type 
of model was combination of management consulting 
and self-development. Enterprises in need seek consult-
ing from enterprises with advanced experience. On this 
basis, enterprises completed the design, construction and 

debugging of digital systems. The third type of mode was 
the overall introduction mode. Enterprises selected com-
panies with relevant mature systems and independently 
choose to introduce software products as a whole accord-
ing to the digital solutions they provide. The classification 
method proposed by authors in [22] was different from 
other scholars. Starting from the development model of 
digital management, it was classified into three types: (i) 
digital development of enterprise internal management, 
(ii) portal website, and (iii) e-commerce construction. In 
[23], the authors summarized four kinds of enterprise 
digitalization strategies and strategies from the perspec-
tive of the combination of production, education and 
research. The first was the enterprise-industry interaction 
strategy, the second was the challenge-response model, 
the third was the flying geese model, and the fourth was 
the regional interaction model.

In [24], the authors have divided the enterprise digi-
tal application modes into three types from a practical 
point. The first point type was the digitalization of each 
enterprise was in a stand-alone mode and a stand-alone 
application. The second was the chain type. Moreover, 
the digital technology and information technology were 
applied to various lines within the enterprise, but they 
were not related to each other and are not integrated. 
The third type was the mesh type, which realized inte-
gration and networking on basis of the chain type. When 
discussing the status quo of enterprise informatization 
and digitization, the authors in [25] investigated the cur-
rent status of informatization and digitization develop-
ment of construction enterprises. The results found that 
at this stage, construction enterprises had insufficient 
awareness of the difference between digitalization and 
informatization, insufficient investment funds, and lack 
of reasonable planning. On this basis, it was difficult for 
enterprises to achieve the purpose of implementing digi-
tal management.

In [26], the researchers proposed an economic benefit 
analysis and calculation formula based on the character-
istics of the enterprise and the net value method. This 
helped enterprises understand the results of informatiza-
tion and digitization, and provided a basis for enterprises 
to implement informatization and digitization. Similarly, 
the authors in [27] proposed that digitalization was the 
key means for enterprises to gain a competitive advan-
tage, and discussed the digital development scheme of 
construction enterprises in the research. On the basis of 
analyzing the existing problems of enterprise informati-
zation and digital management, it proposed a framework 
of enterprise digitalization. In [28], the authors believed 
that digital management was a revolutionary change to 
the management system, and cited a large number of 
local cases to introduce digital management methods in 
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different industries and the embodiment of digital man-
agement in different value chains. In addition, it also 
introduced the emerging digital management system and 
information technology, the future of digital manage-
ment and so on. Similarly, the authors in [29] believed 
that digital enterprises would be the standard enterprise 
survival form in the twenty-first century. A digital enter-
prise was a new type of enterprise that uses digital tech-
nology to change the strategic choices of enterprises and 
greatly expand the scope of choices. A digital enterprise 
was a new type of enterprise that realized comprehensive 
informatization and digitization of internal, external and 
entire business processes through comprehensive appli-
cation for digital technology in enterprise.

As a discipline, forecasting originated from the rapid 
development for science. In increasingly fierce market 
competition, in order to gain a favorable position, enter-
prises must collect market information and master the 
laws of market changes. Engineers and scholars applied 
time series forecasting methods to various fields, and 
actively explored new concepts and methods to make 
them play a greater role in practical applications. The 
support vector regression algorithm (SVR) could be used 
to transform a nonlinear regression problem into a linear 
regression problem in a high-dimensional feature space, 
according to [30]. Because of this, it was applicable to a 
wide range of time series forecasting issues. The price 
of crude oil was predicted by authors in [31]. Over time, 
the price of crude oil had a significant impact on national 
budgets and plans. The XGBoost algorithm was used to 
make crude oil price predictions and to examine its vari-
ous characteristics and properties. The XGBoost algo-
rithm was also performed admirably in the tests.

In order to improve sales forecasting and supply chain 
management, the authors in [32] provided a hybrid learn-
ing method that combined seasonal mode and support 
vector regression analysis. With the help of this model, 
five computer products were forecasted and compared 
to the ARIMA model, GA-SVR. Experimental findings 
revealed that the model was more accurate than other 
models and was superior in terms of accuracy. In [33], 
the authors used the LSTM model to predict the sales 
of dishes, and the results showed that the model could 
fit well for time series data, and the accuracy was higher 
than other autoregressive models. Moreover, authors in 
[34] also used the LSTM approach to predict photovol-
taic output power, which could capture abstract concepts 
in photovoltaic power generation sequences. The LSTM 
model could simulate the change of photovoltaic output 
power with time. Compared with LSTMs of five differ-
ent architectures, it was found that the LSTM with time 
step had a smaller prediction error. Similarly, in [35] the 
authors studied the demand forecast of fashion clothing, 

analyzed historical sales data, and applied time series 
method to forecast total sales. It also used the Ober-
meyer method and the concept of ABC product classifi-
cation on the basis of total sales forecast to forecast the 
specific quantity demanded by each category.

In [36], the authors introduced the PERT model and 
a time series model according to the actual characteris-
tics of sales. Based on the respective advantages of the 
two models, a new comprehensive model was estab-
lished, which realized an organic combination of sales 
contingency and inevitability prediction. This effectively 
simulated the characteristics of product sales, and over-
came the subjective judgment of historical data in the 
previous forecasting process with a fully quantified time 
series model. Furthermore, in [37] the authors subdi-
vided product demand into deterministic, random, and 
seasonal types, and proposed the use of grey control 
theory to establish a forecasting model for deterministic 
and random clothing products. This avoided the blind-
ness of management based only on experience in the 
past, and obtained better prediction results. In [38], the 
authors forecasted the sales of clothing product types 
that were sensitive to seasonal effects and had a long 
sales cycle, and used seasonal factors to process the data. 
It combined the least squares method to conduct statis-
tical analysis of time and sales volume, and established 
the functional relationship between time and sales vol-
ume. This method had better accuracy for predicting the 
future sales demand of garment enterprises.

The proposed method
This work proposes a HATT-MSCNN-IBiLSTM archi-
tecture for predicting corporate sales from a digital man-
agement perspective. This method combines MSCNN 
and IBiLSRM to fuse the advantages of both networks 
for data processing. Then, hybrid attention mechanism is 
proposed to further process the features to promote pre-
diction performance.

Multi‑scale convolution neural network (CNN)
The CNN model is actually a feedforward network which 
is based on convolution calculation. Moreover, the CNN 
has the ability to express features, and can perform trans-
lation-invariant classification of input features according 
to each level of its network. CNN is actually a feedfor-
ward neural network with deep structure based on con-
volution calculation, and CNN has the ability of feature 
expression, which can perform translation-invariant clas-
sification of input features according to each level of its 
network.

The convolutional layer is the key to understanding the 
convolutional neural network. A large number of train-
able parameters are concentrated in the convolution 
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kernels, and the network is modified by the loss during 
the learning process. It uses a back-propagation algo-
rithm along the gradient, and the parameters are con-
tinuously moved in the direction that minimizes the 
loss. By continuously inputting data and labels, the net-
work is trained to obtain appropriate weight parameters, 
which is the process of allowing the network to acquire 
knowledge. The design of the convolution operation con-
tains two core ideas, parameter sharing and local sparse 
computation. Both ideas contain the original intention 
of reducing memory space and speeding up computing. 
While achieving suitable accuracy improvement effect 
with less computation, it also reduces the problems 
caused by network overfitting. The convolution operation 
is given by the following Eq. (1):

Where the variable x is used to characterize a feature, k 
is convolutional kernel, and b is the bias.

After the convolutional layer extracts the features of 
input, it is input to the next pooling layer. The main func-
tion of the pooling layer is feature selection and infor-
mation filtering, so as to achieve the effect of reducing 
dimension, reducing the amount of network parameters, 
reducing the probability of overfitting and improving the 
speed of network calculation. The working principle of 
the pooling layer is to use a certain value to replace a cer-
tain area in the feature map, and the pooling layer has no 
weight coefficient. The pooling operation is given by Eq. 
(2):

Where x is used to characterize a feature.
Both convolutional layers and pooling layers are 

computationally processed for local features. The fully 

(1)xlj = f

(

∑

i,j
xl−1
i ∗ klij + blj

)

(2)xlj = f down xl−1
j

connected layer, on the other hand, recombines the pre-
viously calculated local features into complete informa-
tion through the weight matrix. In order to minimize 
input data loss, the fully connected layer’s primary job is 
to re-fit local features in a nonlinear fashion. There can 
be one or more completely connected layers overlay prior 
to the network output layer in order to better tackle non-
linear issues.

The output layer is to directly input result of previous 
FC layer into softmax function in the output layer to clas-
sify the input image. The softmax function is often used 
in multi-classification tasks. The principle of this func-
tion is to calculates the probability that the output of the 
previous multiple neurons belongs to the class. The Soft-
max operation is mathematically illustrated as given in 
Eq. (3):

Where ei is the ith element of the one-dimensional vec-
tor output.

From the perspective of learning feature information in 
the local receptive field, if the scale and span of the con-
volution kernel are too small, the data feature resolution 
will be good, but the low-frequency features existing in 
the signal cannot be learned well. Conversely, convolu-
tion kernels with larger scales use larger strides and can 
learn information over longer time horizons. That is, 
the low-frequency characteristics in the signal cannot 
reflect the high-frequency characteristics. To combine 
the advantages of different scales, this work proposes a 
multi-scale feature learning strategy. The one-dimen-
sional multi-scale convolutional layer is demonstrated in 
Fig. 1.

The one-dimensional multi-scale convolution layer 
(1D-MSCL), in fact, uses one-dimensional convolution 
kernels of different scales to perform multi-scale fea-
ture extraction on the original features to improve the 

(3)si = ei/
∑

j
ej

Fig. 1  The one-dimensional multi-scale convolutional layer
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robustness and discrimination of features. Based on this 
multi-scale convolutional layer, multi-scale convolutional 
network designed in this work is demonstrated in Fig. 2.

Improved bi‑directional long short‑term memory
The CNNs have no memory and process each input indi-
vidually without saving any state between the input and 
the input. This also means that they cannot be connected 
before and after input and output. For such a network, to 
process time series of data, the entire sequence needs to 
be presented to network. But the biggest problem with 
this is the huge amount of parameters and too much 
calculation. When mapping between input and output 
sequences, recurrent neural networks have the advan-
tage of using contextual information retained by hidden 
states. Standard RNN architectures can only access a 
small number of possible contexts. There’s problem since 
the effect of a particular input on the hidden layer, and 
hence on the network output, declines exponentially over 
time. So that the information of the previous sequence 
obtained by the later time step is very limited, which will 
cause the model to fail to train.

The LSTM model is one of the variants of standard RNN 
that can pass information from the past across multiple 
time steps. It runs parallel to the multiprocessing time 
series and is designed to filter information with a select-
through mechanism. The LSTM introduces gated units and 
cell states, as illustrated in Fig. 3, one of the time step units 
of LSTM model.

Three gates in the LSTM approach are: (i) forget gate, (ii) 
input gate, and (iii) output gate. The forget gate in LSTM is 
to decide which information needs to be deleted in the cur-
rent state as Eq. (4). The input gate is to decide what infor-
mation to add to the memory state as Eq. (5). The internal 
memory unit will choose to add a part of the candidate 
memory state information to obtain new memory state 
information as Eqs. (6) and (7). The output gate is based on 
input and memory cell to determine what to output as Eqs. 
(8) and (9).

(4)ft = σ

(

Wf xt + Uf xt−1 + bf
)

(5)it = σ(Wixt +Uixt−1 + bi)

Fig. 2  The MSCNN pipeline approach
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Where Wf, Wi, Wc, Wo are the weight matrices of forget 
gate, input gate, update unit state and output gate. bf, bi, 
bc, bo are the bias of the forget gate, input gate, update 
unit state and output gate.

Although, the LSTM model can perform forward data 
feature extraction on time series data. However, time-
series data is not only related to previous data, but also 
related to subsequent data to some extent. As a deforma-
tion structure, BiLSTM includes the forward propagation 
layer as well as the backward propagation layer of LSTM. 
Figure 4 is a schematic diagram of the BiLSTM approach.

(6)c̃t = tanh(Wcxt + Ucxt−1 + bc)

(7)ct = ft ∗ ct−1 + it−1 ∗ c̃t

(8)ot = σ(Woxt + Uoxt−1 + bo)

(9)hi = ot ∗ tanh (ct)

The problems of manual parameter adjustment and 
slow convergence of BiLSTM network are improved in 
this work. In this work, PSO is used to optimize its hyper-
parameters, and the hyper-parameters to be optimized are 
mapped to particles. Each particle shares the individual 
extremum and compares the global extremum, and con-
tinuously updates the position and velocity for iterative 
optimization. The inertia weight has a positive correla-
tion with the particle’s global search capacity and a nega-
tive correlation with the particle’s local search ability When 
using a typical PSO, the inertia weight has a predetermined 
value, which reduces the capacity of the particles to find 
the global or local optimum. Consequently, this study 
optimizes the inertia weight factor and employs a nonlin-
ear inertia weight to enhance performance of the particle 
swarm optimization and build the IBiLSTM model.

Where wmax is the maximum inertia weight, and wmin is 
the minimum inertia weight.

(10)w = (wmax − wmin)
t/tmax

Fig. 3  Illustrations for the LSTM model

Fig. 4  Illustration of the BiLSTM approach
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The hybrid attention mechanism
The attention mechanism largely borrows from the human 
visual attention mechanism in principle. The core of the 
attention mechanism is weight distribution. In terms of 
mathematics and programming, the attention mechanism 
can be understood as the weighted summation of sequence 
information. Formally, the attention mechanism can be 
understood as a key-value query. In physical sense, the 
attention mechanism can be understood as similarity cal-
culation. For neural network models, the importance of 
information is reflected by weights.

The self-attention mechanism is to obtain Query, Key 
and Value from the input sequence through three sets of 
linear changes. Then find the similarity of each Query to 
each Key as a score. It gets the weight of the input sequence 
after going through softmax. Finally, the attention weights 
are injected into Value, and weighted summation is per-
formed to obtain the output sequence. The advantage for 
the self-attention mechanism is it can be processed in par-
allel and can directly see the information of the entire input 
sequence. The calculation process is:

(11)Q = X ∗WQ

(12)K = X ∗WK

(13)V = X ∗WV

(14)Y = softmax
(

Q ∗ KT /
√

dK

)

V

Where X is input, and WQ, WK, WV are used to charac-
terize the parameter matrix.

A variant is multi-head self-attention mechanism, 
and advantage of multi-head self-attention is that dif-
ferent heads can focus on different information. The 
specific process is to obtain multiple sets of Query, Key 
and Value through multiple linear transformations of the 
input sequence. The intermediate process is the same 
as the self-attention mechanism. After obtaining mul-
tiple sets of output sequences, the output sequences at 
the same time point are spliced by channel. If the con-
nected dimension does not match the input dimension 
of the next layer, another linear layer can be passed to 
transform the dimension to the input dimension required 
by the next layer. The middle groups indicate how many 
heads there are. The multi-head self-attention is demon-
strated in Fig. 5.

The role of the channel attention is to focus on chan-
nel dimension of feature map to obtain a set of attention 
weight distributions about the channel. The feature map 
on each channel dimension is equivalent to obtaining 
a feature on the original feature map, and the channel 
attention can help network to extract meaningful fea-
tures. The upper layer feature map is utilized as input fea-
ture map, and adaptive average pooling and adaptive max 
pooling are performed based on the spatial dimension to 
compress the spatial information and obtain two feature 
channels. Then, through two 1 × 1 convolutions of shared 
parameters, dimensionality reduction and dimensional-
ity increase are performed. The purpose of dimensional-
ity reduction is reducing parameters. Then, the outputs 
of the two branches are added element-wise and Sigmoid 

Fig. 5  The multi-head self-attention module
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is performed to generate channel attention feature weight 
score. Finally, the channel attention weight score is 
injected into the feature map of the original input, that is, 
the feature map with channel attention is obtained. The 
channel attention module is demonstrated in Fig. 6.

The role of the spatial attention is to focus on the 
spatial dimension of feature map to obtain a set of spa-
tial attention weight distributions. After the data is fil-
tered through the convolutional layer, each pixel in the 
extracted feature map represents a certain feature of cer-
tain region in the upper-layer feature map. The spatial 
attention mechanism indicates that the neural network 
should pay attention to the features of a certain region 
of the data. The neural network is able to maintain the 
essential information when the spatial attention mecha-
nism transforms the original input into another space. 
Channel attention module’s feature map is used as the 
input feature map for spatial attention module’s feature 

map. Global average pooling and global maximum pool-
ing are used to compress channel information based on 
channel dimension. Splicing together the two feature 
maps is done depending on the channel dimension and 
then a convolution is used to reduce the channel dimen-
sion. It then generates its weight score by using the Sig-
moid function. Finally, the feature map with spatial 
attention is obtained by injecting the weight score for 
spatial attention into the original input feature map. The 
spatial attention module is demonstrated in Fig. 7.

The hybrid attention mechanism proposed in this work 
is to fuse multi-head self-attention, channel attention and 
spatial attention to enrich the diversity of features. The 
hybrid attention mechanism is demonstrated in Fig. 8.

HATT‑CNN‑BiLSTM for enterprise sales forecast
Although, the CNN model has shown great advantages 
in extracting the characteristics of data, however it only 

Fig. 6  The channel attention module

Fig. 7  The spatial attention module

Fig. 8  The hybrid attention pipeline approach
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considers the correlation of adjacent vectors of data, and 
does not consider the time series between continuous 
data. Although, the BiLSTM approach can handle time-
series-related features, it is not as comprehensive as CNN 
for feature extraction. This work uses CNN to extract 
high-dimensional spatial features, reduces the feature 
dimension of data, and realizes feature extraction of 
early weak features with insignificant features. The BiL-
STM model is selected to process the feature sequence 
output by the CNN part, and mine the time series infor-
mation in the data. This work integrates CNN and BiL-
STM to obtain a CNN-BiLSTM hybrid model, uses 
CNN to extract unique features, and uses BiLSTM to 
solve the problem of timing characteristics. Finally, this 
work introduces an attention to further process features 
to improve robustness and discrimination of features. 
The proposed HATT-MSCNN-IBiLSTM deep learning 
model for enterprise sales forecasting is demonstrated in 
the following Fig. 9.

HATT-MSCNN-IBiLSTM model first extracts the cor-
porate sales features of historical information through 

CNN. A bidirectional LSTM network is then used to 
train and predict on the corporate sales dataset. Atten-
tion mechanism is introduced in process of network 
training, and different weights are assigned to each sales 
feature, so that the network can learn feature information 
more effectively.

The edge computing model
According to Fig. 10, the suggested model is composed 
of three distinct layers: the cloud layer, the edge layer, 
and the local layer. Through a variety of IoT devices and 
sensors, the local layer is in charge of gathering crucial 
data (connected to businesses). After data has been 
gathered, it is processed (and/or stored) at the edge 
layer using small-scale datacenters, or edge clouds. 
Aggregation that might be accomplished by deleting 
duplicate data could be a part of the edge level process-
ing. The filtered data can then be sent to the distant 
cloud layer for further processing, including resource 
management, storage, and monitoring. The cloud net-
work architecture may experience severe delays if the 

Fig. 9  The HATT-CNN-BiLSTM model and its architecture
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data obtained at the local layer is sent straight to the 
cloud layer, albeit this is not always the case.

Additionally, real-time prediction may take place at 
the edge layer, but cloud-based prediction for monitor-
ing services is also an option. Additionally, real-time 
predictions made on a remote cloud, such quickest or 
safest route calculation, may need considerable delays 
due to the network’s capacity and quality. In such case, 
provided the necessary data is kept locally, the closest 
edge cloud can forecast traffic, distance, and road con-
ditions. The data could not, however, be accessible or 
processed locally due to the edge cloud’s limited capac-
ity for storage and processing. There are three alterna-
tives in such situation: (i) transport the necessary data 
from the cloud to the edge, analyze it, and then discard 
it; (ii) complete the prediction at the distant cloud; and 
(iii) train the prediction model at the remote cloud and 
forecast at edge layer (distributed fashion computa-
tion). Regarding (i) depending on the model being uti-
lized, training may be costly. Regarding (ii), greater and 
longer reaction times would result from looking for the 
right data and then transferring it across the network 
interface. The model can be regularly trained using 
the suggested technique (iii), and only edge prediction 
would take place.

Experiments and discussion
Dataset and experimental details
This paper collects enterprise sales data from the per-
spective of digital management to construct the dataset 
required for the experiment. This paper uses enterprise 
sales data from three different industries, ESDA, ESDB, 
and ESDC. These datasets contain different sample com-
positions, and the specific information is demonstrated 
in Table 1. This work is based on the deep learning plat-
form for experiments, and the specific experimental envi-
ronment is demonstrated in Table 2. We have created one 
cloud server, one fog server, and multiple user nodes at 
the edge layer which are inter-connected through a net-
work. The characteristics of the network and CPU power 
are illustrated in Table  3. We assume similar machines 
both in the cloud and edge. The hyper-parameters are set 
as follows: batch size is set to 128, time step is set to 20, 
training epoch is set to 100, learning rate is set to 0.001, 

Fig. 10  Framework for real-time prediction and monitoring of enterprises

Table 1  Dataset information

Dataset Training set Test set Total

ESDA 20,397 12,831 33,228

ESDB 49,812 27,469 77,281

ESDC 60,491 38,501 98,992
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dropout is set to 0.3, optimizer is set to Adam. The evalu-
ation indicators are RMSE as well as MAE, which are 
calculated as given by the following Eqs. (15) and (16), 
respectively:

Analysis on training loss
The HATT-CNN-BiLSTM model built in this work 
is a deep learning network, so network training is an 
extremely important step. In order to evaluate the net-
work training process of HATT-CNN-BiLSTM, this work 
analyzes training loss, data results are demonstrated in 
Fig. 11.

As the training goes deeper, the loss of HATT-CNN-
BiLSTM on both datasets gradually decreases. When 
training reaches 60 epochs, the network loss is basically 
stable. The loss converges around 0.4 on the ESDA data-
set and around 0.2 on the ESDB dataset and around 0.1 
on the ESDC dataset. This may be due to the fact that the 
ESDC dataset is larger and the samples are more abun-
dant, the network training is more thorough.

Method comparison
To verify the superiority of HATT-CNN-BiLSTM 
designed in this paper for enterprise sales forecasting, 

(15)RMSE =

√

1

N

∑N

i=1

(

yi − ŷi
)2

(16)MAE =
1

N

∑N

i=1
| yi − ŷi |

this work compares it with other methods. The com-
pared methods include CNN, LSTM, GRU, and BiL-
STM. The compared indicators include the correct rate 
in training and RMSE and MAE for test. The compari-
son results are demonstrated in Fig. 12 and Table 4.

Table 2  Experimental environment

Item Name

GPU GTX 2060Ti

CPU Intel Core i7

Deep learning framework PyTorch1.7

Operation system Ubuntu 18.04

Table 3  Cloud-edge infrastructure setup

Parameter Cloud Fog

Level 0 1

CPU (MIPS) 44,800 2800

RAM (GB) 40 4

Uplink BW (MB) 100 10,000

Downlink BW (MB) 10,000 10,000

CostPerMIPS 0.01 0.0

Fig. 11  Training loss of HATT-CNN-BiLSTM on ESDA and ESDB
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Fig. 12  Training accuracy for different methods
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As can be concluded from Fig.  11, the accuracy of 
HATT-MSCNN-IBiLSTM is higher than other meth-
ods at any training epoch. In addition, its convergence 
speed is also the fastest. Compared with other methods, 
HATT-MSCNN-IBiLSTM achieves 8.3%, 7.0%, 4.6% and 
1.9% accuracy improvement on ESDA dataset respec-
tively after training. On the ESDB dataset, the accuracy 
improvements are 9.0%, 8.1%, 4.8%, and 3.4%. From 
Table  4, it can be concluded that the RMSE and MAE 
corresponding to the HATT-MSCNN-IBiLSTM method 
are the lowest. Compared to other methods, the RMSE 
of HATT-MSCNN-IBiLSTM on the ESDA dataset drops 
by 16.2, 11.9, 9.1 and 6.9. For MAE, the declines are 24.4, 
17.8, 11.7 and 8.2. RMSE of HATT-MSCNN-IBiLSTM 
on the ESDB dataset drops by 18.3, 14.5, 11.6 and 9.8. 
For MAE, the declines are 21.3, 16.3, 12.6 and 9.5. These 
data support the feasibility and superiority of the HATT-
MSCNN-IBiLSTM method designed in this work for 
enterprise sales forecasting from the perspective of digi-
tal management.

Analysis on MSCNN
The HATT-MSCNN-IBiLSTM model utilizes a multi-
scale convolutional network to improve representation 
ability for features. To verify the feasibility of multi-scale 
strategy, this work compares the network performance 
with and without multi-scale convolution, as demon-
strated in Fig. 13.

Compared with the model using single-scale features, 
the network performance will be improved accord-
ingly after processing the features with multi-scale con-
volution. On the ESDA dataset, the RMSE and MAE of 
HATT-MSCNN-IBiLSTM drop by 3.7 and 3.8.

Analysis on IBiLSTM
The HATT-MSCNN-IBiLSTM model designed in this 
paper utilizes a nonlinear inertia weight to construct 

IBiLSTM. To verify the feasibility of this dynamic iner-
tia weight strategy, this work compares the network per-
formance with and without nonlinear inertia weight, as 
demonstrated in Fig. 14.

Compared with the model using traditional BiLSTM, 
the network performance will be improved accordingly 
after processing the features with improved BiLSTM 
model. On the ESDA dataset, the RMSE and MAE of 
HATT-MSCNN-IBiLSTM drop by 2.5 and 2.7. On the 
ESDB dataset, the RMSE and MAE of HATT-MSCNN-
IBiLSTM drop by 3.3 and 3.4. On the ESDC dataset, the 
RMSE and MAE of HATT-MSCNN-IBiLSTM drop by 
5.2 and 4.3. These comparative data support the superi-
ority of the improved BiLSTM approach.

Analysis on hybrid attention
The HATT-MSCNN-IBiLSTM model designed in this 
paper utilizes a hybrid attention mechanism to enhance 
feature. To verify the feasibility of this hybrid attention 
strategy, this work compares the network performance 
with and without hybrid attention, as demonstrated in 
Fig. 15.

Compared with the model using traditional attention, 
the network performance will be improved accordingly 
after processing the features with hybrid attention. On 
the ESDA dataset, the RMSE and MAE of the HATT-
MSCNN-IBiLSTM drop by 2.1 and 2.3. On the ESDB 
dataset, the RMSE and MAE of the HATT-MSCNN-
IBiLSTM model drop by 2.6 and 2.5. On the ESDC 
dataset, the RMSE and MAE of the HATT-MSCNN-
IBiLSTM model drop by 5.5 and 2.4. These compara-
tive data support the superiority of the proposed hybrid 
attention mechanism.

Analysis on 1D‑MSCL layer
In HATT-MSCNN-IBiLSTM network, one-dimen-
sional multi-scale convolutional layers can be repeat-
edly embedded. To evaluate the impact of different 

Table 4  Test RMSE and MAE for different methods

Method ESDA ESDB ESDC

RMSE MAE RMSE MAE RMSE MAE

CNN 53.8 ± 3.6 47.9 ± 3.1 49.9 ± 3.8 41.5 ± 3.3 47.2 ± 2.9 39.6 ± 2.6

LSTM 49.5 ± 2.7 41.3 ± 2.5 46.1 ± 1.9 36.5 ± 2.7 43.5 ± 3.3 34.1 ± 3.0

GRU​ 46.7 ± 4.1 35.2 ± 2.7 43.2 ± 2.8 32.8 ± 5.6 39.2 ± 3.8 30.5 ± 2.8

DEEPAR 51.2 ± 2.6 44.6 ± 2.3 47.9 ± 2.2 38.7 ± 4.3 45.5 ± 3.2 37.2 ± 3.2

Nbeats 48.1 ± 2.9 37.9 ± 3.3 44.6 ± 2.5 33.9 ± 3.7 42.1 ± 2.8 32.3 ± 3.5

edRVFL 45.1 ± 3.6 32.6 ± 3.7 43.6 ± 3.5 32.1 ± 2.9 38.9 ± 4.4 28.2 ± 4.1

DESN 47.3 ± 1.9 37.1 ± 1.7 44.9 ± 5.1 35.5 ± 3.4 42.1 ± 4.1 32.6 ± 2.7

BiLSTM 44.5 ± 1.5 31.7 ± 1.8 41.4 ± 2.7 29.7 ± 2.4 36.8 ± 2.9 25.4 ± 2.2

HATT-MSCNN-IBiLSTM 37.6 ± 1.1 23.5 ± 1.3 31.6 ± 2.0 20.2 ± 1.6 25.7 ± 1.9 17.3 ± 0.8
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Fig. 13  Analysis on MSCNN
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Fig. 14  Analysis on IBiLSTM
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Fig. 15  Analysis on hybrid attention
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multi-scale convolutional layers on network perfor-
mance, this work conducts comparative experiments for 
different 1D-MSCL layers, as demonstrated in Table 5.

As 1D-MSCL layers increases, RMSE and MAE of 
HATT-MSCNN-IBiLSTM show a trend of decreasing 
first and then increasing. When the parameter is set to 3, 
the lowest RMSE and MAE can be obtained. Therefore, 
in this work, the value of this parameter is 3.

Analysis on IBiLSTM layer and node
In HATT-MSCNN-IBiLSTM network, IBiLSTM is 
embedded. To evaluate the impact of different IBiLSTM 
layers on network performance, this work conducts com-
parative experiments for different IBiLSTM layers, as 
demonstrated in Table 6.

As iBiLSTM layers increases, the RMSE and MAE met-
rics values of the HATT-MSCNN-IBiLSTM show a grad-
ually increasing trend. When this parameter is set to 1, 

then we overserved through numerical experiments that 
the lowest values for RMSE and MAE can be obtained. 
Therefore, in this work, the value of this parameter is set 
and always kept to 1.

Furthermore, in IBiLSTM model, the number of neu-
ron nodes is also a variable. In this work, a comparative 
experiment is carried out to find the optimal number of 
nodes. The experimental data is illustrated in Table 7.

As the number of IBiLSTM nodes increases, the RMSE 
and MAE of HATT-MSCNN-IBiLSTM show a trend of 
decreasing first and then increasing. When the parameter 
is set to 20, the lowest RMSE and MAE can be obtained. 
Therefore, in this work, the value of this parameter is 20.

Analysis of the cloud‑edge model
We modelled an edge cloud infrastructure made up of 
a distant cloud node, three edge devices, and the popu-
lar iFogSim simulator. With dedicated networks, the 
bandwidth between edge devices and the distant cloud 

Table 5  Analysis on 1D-MSCL layer

1D-MSCL layer ESDA ESDB ESDC

RMSE MAE RMSE MAE RMSE MAE

1 41.2 27.9 38.1 25.6 35.2 23.7

2 39.9 25.1 33.5 23.7 30.6 20.5

3 37.6 23.5 31.6 20.2 25.7 17.3

4 40.1 27.6 34.2 29.7 31.5 21.5

5 43.3 29.1 38.6 26.1 37.9 26.1

Table 6  Analysis on IBiLSTM layer

IBiLSTM layer ESDA ESDB ESDC

RMSE MAE RMSE MAE RMSE MAE

1 37.6 23.5 31.6 20.2 25.7 17.3

2 39.2 27.1 33.5 25.9 32.1 23.3

3 42.9 30.5 37.1 27.4 35.8 25.7

Table 7  Analysis on IBiLSTM node

IBiLSTM node ESDA ESDB ESDC

RMSE MAE RMSE MAE RMSE MAE

10 39.9 28.7 37.2 26.1 31.9 24.2

20 37.6 23.5 31.6 20.2 25.7 17.3

30 40.5 29.8 37.9 27.6 33.2 26.1

40 43.5 31.7 38.9 28.8 35.6 28.3
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is 10 GB/s. Additionally, we assume that sensors and 
vehicles are linked to the edge cloud through a 1GB/s 
link. We construct a small mobile edge cloud MEC) 
infrastructure based on these characteristics to test our 
suggested framework, and the results in terms of train-
ing and prediction timeframes are displayed in Fig.  16. 
According to Fig.  16, utilizing the edge/fog platform 
for training and prediction of the proposed mechanism 
performs better than using the cloud alone in both sce-
narios (edge + cloud) and edge only. It should be noted 
that lengthier response times for edge-only applications 
are caused by the requirement to transport data from the 
cloud to the edge. As a result, fluctuations in network 
traffic circumstances and data volume may occur.

As the number of edge nodes rises, so does the net-
work traffic at the edge layer, and as a result, the traffic 
at the fog server rises proportionately as well. For reliable 
network communication, the packet loss rate must be as 

low as practical. We observed that the rate of packet loss 
increases as the number of users on the edge increases 
because more messages are exchanged as the user base 
expands. The packet loss rate increases as a result of the 
increased congestion between the cloud and edges.

Conclusions and future work
The differences in enterprise resources are narrowing 
day by day, and the impact of factors of production on 
enterprise benefits is decreasing. Enterprises are look-
ing for new ways to gain competitive advantages. With 
the advent of the mobile Internet era, digital transfor-
mation is on the agenda, and digital management is 
related to an enterprise’s business strategy and business 
model. It can enhance the competitiveness and effi-
ciency of the enterprise, optimize the existing business 
of the enterprise, and help the enterprise to create new 
business opportunities. Enterprise management has 

Fig. 16  Time complexity in terms of training, prediction and response time (measured in seconds) using two datasets
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shifted from a traditional method to a digital one in the 
age of the network economy and modern information 
technology. Correct theoretical direction is required 
for the development of an enterprise information sys-
tem, and modern information technology is required to 
actualize management innovation. From the perspective 
of digital management, forecasting enterprise sales has 
become an important topic. Sales forecasting and deci-
sion analysis are crucial for enterprises, and reasonable 
sales forecasts can optimize supply chain management 
for enterprises.

This work proposes a combination of enterprise sales 
forecasting from the perspective of digital manage-
ment and neural networks, and proposes a network 
HATT-CNN-BiLSTM model for enterprise sales fore-
casting. First, this work combines MSCNN with IBiL-
STM. MSCNN is utilized to extract spatial features 
with different scale, it is often impossible to effectively 
explore the rules of time series features, and the pro-
cessing of time series data is the strength of the LSTM 
network. The IBiLSTM model can explore time series 
features in both directions, and more useful informa-
tion can be obtained. The MSCNN-IBiLSTM, which is 
composed of MSCNN and IBiLSTM, it can take advan-
tage of strengths and avoid weaknesses, and give full 
play to the roles of the two models in different fields. 
Second, this work proposes a hybrid attention mecha-
nism that combines self-attention, channel attention, 
and spatial attention. It improves features extracted by 
MSCNN-IBiLSTM through a hybrid attention to build 
HATT- MSCNN-IBiLSTM network, which can extract 
more discriminative features. In the future, we will 
extend this work through implementing more robust 
activation functions and observed how the accuracy of 
the proposed model can be increased. Furthermore, we 
will work toward designing a real cloud-edge frame-
work and implement the proposed model so that the 
obtained outcomes can be validated.
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