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1  Introduction
Next-generation wireless sensor networks (WSNs) are predicted to be deployed in the 
Internet of things (IoT). IoT has revolutionized the current world of technology. Elec-
tronic devices such as home appliances, medical equipment, various types of sensor 
nodes, cameras can connect and communicate with one another through the Internet. 
Thus, these devices have some limitations, and these include limited power source, stor-
age, processing power, and bandwidth. Deployment of various types of sensor nodes in 
the areas of interest makes the networks heterogeneous. Heterogeneous sensor networks 
consist of sensor components with different abilities, such as hardware specifications, 
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identification, sensing type, communication capabilities, mode of operation, sensing 
rate, frequency [1]. Heterogeneity of the network provides greater flexibility in deploy-
ment with low overhead. The sensor nodes in the proposed scheme consist of low-end 
nodes and high-end nodes. The low-end nodes are normal sensor nodes that are con-
strained with limited computation and sensing abilities. They are responsible for gather-
ing sensed data and transmission.

The high-end nodes consist of sensors with high processing power, long communi-
cation range, and high throughput. A network with heterogeneous sensor nodes can 
achieve load balancing and prolong the network lifetime utilization. WSNs are ubiq-
uitously used everywhere in modern society, including in hydraulic power plants for 
environmental monitoring, in the production of vehicles in the automobile industry, for 
heat energy in greenhouses, and forest monitoring [2, 3]. In conventional WSNs, sensor 
nodes transmit their raw data to a base station for analysis and storage.

Recent improvements in IoT technologies have enabled WSNs to transmit raw data 
to the cloud for processing and storage. This process requires extremely high network 
bandwidth and drained the limited energy of sensor nodes [4]. However, instead of 
transmitting the huge amount of sensed data generated from the sensor nodes over the 
network and then processing them using a cloud computing platform, some processing 
can be performed close to the sensor networks using a technique called fog comput-
ing. Fog computing is composed of networking devices such as routers, proxy servers, 
set-top boxes, gateways [5]. These devices have higher processing capability and stor-
age than sensor nodes. They can be placed between sensor nodes and cloud computing 
to receive sensed data from nodes. This technique will not only conserve sensor nodes’ 
energy dissipation during transmission but also provide low latency, location awareness, 
and high bandwidth for WSNs. The term ‘fog computing’ was developed by Cisco to 
overcome limitations in cloud computing [6, 7]. Fog computing provides services closer 
to end-users. It consists of fog nodes (FNs) which provide resources at the edge of the 
network. They have a high processing power, power source, more storage which can be 
used as fog servers in the network. This new technology is implemented at the edge of 
the network. It offers several benefits to end-users; these include efficient network band-
width usage, data security, fewer bottlenecks, the solving of high latency on the network, 
increased reliability of transmitted sensed data, and a higher speed of analysis [8]. Fog 
computing is integrated into our architectural model to address some of the constraints 
of WSNs and also to exploit all the benefits of fog computing mentioned above.

FNs have the capability to receive raw data from WSNs, aggregate, perform pre-pro-
cessing, and store them temporarily instead of sensor nodes forwarding all the raw data 
to the cloud computing, thus reducing network bandwidth and latency [9].

The integration of fog computing with the WSNs and IoT creates a new type of ser-
vice called fog as a service (FaaS) [10]. However, for fog computing to fully deploy its 
service, each fog node should meet the following requirements: (1) concurrent data 
collection from low-end nodes, (2) high processing power and performance to sup-
port real-time data processing and analysis, (3) high service reliability, and (4) low 
power consumption, to achieve long-time utilization. Fog nodes in fog computing 
architecture function as middleware, operating between end-users and cloud com-
puting. In the context of WSNs, they provide resources to the underlying sensor 
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nodes. The integration of fog computing into WSNs can overcome numerous prob-
lems [11, 12].

Routing by ant colony optimization (ACO) is used to find the optimal path from 
source nodes to destination nodes in WSNs, using the following metrics: transmis-
sion distance, node’s energy level, quality of service (QoS), pheromone, and heuris-
tic factor [13, 14]. Ants in a routing algorithm are agents traveling from one node to 
another in the network. They deposit a chemical substance called pheromone on their 
path as they traverse the network. This method has been used to solve many optimi-
zation problems in WSNs [15–17].

This work is different from the work presented in [18] as follows.
We develop an algorithm that can uniformly distribute the advanced nodes in the 

network for uniform energy distribution among the nodes.
We ensure that only advanced nodes can be selected as cluster heads unlike in [18], 

and the authors stated that either normal nodes or advanced nodes can be used as 
cluster heads. This can create an energy hole in the networks and result in loss of data 
packets.

We develop an improved ACO algorithm to construct an efficient and optimal path 
among the nodes.

Continuous technological advancements and innovations in the twenty-first cen-
tury have increased the development and applications of WSNs in many areas 
of human endeavor. However, sensor nodes that form WSNs have a limited power 
source. It is essential to save the lives of individual sensor nodes due to sensitive sen-
sory data they transmit in most cases in the application areas. In order to overcome 
this challenge, fog computing is integrated into our scheme. Fog computing is a good 
technology that can provide a solution to some of the shortcomings of WSNs with its 
capability to meet the requirements of the IoT applications. Moreover, WSNs gener-
ate a large amount of sensed data which becomes significantly challenging to handle 
for the nodes. Thus, aggregating, filtering, and transmitting each sensed data would 
require devices with higher processing and memory capacity; fog computing can pro-
vide these functionalities.

Finally, this technology provides low latency, storage scalable, ubiquitous, layered, 
and federated network connectivity between WSNs and cloud computing.

The proposed method consists of a three-tier hierarchical network structure as 
shown in Fig. 1. We discuss each of these tiers in Sect. 3.

The contributions of this paper are as follows:

1.	 We propose an energy-efficient hierarchical routing in wireless sensor networks 
based on fog computing (EEHFC).

2.	 The proposed scheme consists of many nodes with different capabilities. We drive 
mathematical expressions for the specifications of each device in the network for 
seamless integration with one another.

3.	 We develop mathematical models for normal sensor nodes, advanced nodes, and fog 
nodes representing their physical components based on their service delivery for effi-
cient data transmission in the networks.
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4.	 We develop mathematical models for the proposed scheme. An algorithm is designed 
for uniform distribution of advanced nodes to achieve load balancing within the 
network. In addition, an algorithm is designed for reliable end-to-end data packets 
transmitted between the fog nodes and cloud computing.

5.	 An improved ACO algorithm is developed to adjust routes to minimize the total 
number of broadcast transmission in the network.

6.	 We evaluated EEHFC using real data sets from the wireless environment. Results 
show that EEHFC performs better than the three related schemes.

The locations and number of sensors deployed in an interesting area determine the 
topology of the network, which will further influence many of its fundamental prop-
erties, such as its lifetime, connectivity, cost, and coverage. Thus, the performance 
of a sensor network depends to a large extent on its deployment and the ecologi-
cal conditions. Indeed, the information provided by sensors may not always reliable, 
either due to environmental factors such as Gaussian white noise, hardware failures, 
security issues, or operational tolerance levels. Therefore, it is very important to 
take into account this uncertainty in the deployment process and the results that are 
obtained.

The remainder of this article is structured as follows: Sect.  2 discusses related 
work, while fog computing architecture is presented in Sect. 3. Section 4 focuses on 
performance evaluation and a discussion of the results before Sect. 5 concludes the 
article.

Fig. 1  Architecture of the proposed scheme
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2 � Related work
The unique characteristics and wide application of WSNs have motivated researchers to 
propose various approaches and algorithms to optimize the performance of sensor nodes 
in networks, concerning many metrics (e.g., latency, throughput, energy cost, scalability, 
average energy consumption, end-to-end delay). Most of the approaches that have been 
used in the literature are based on the existing protocol [19], and attempts have been 
made to improve on them. Performance evaluation, for some of these proposed protocols, 
is undertaken using simulations, while others are implemented through testbeds. Some of 
the outstanding approaches which have been proposed by different authors (as reported 
in the literature) to minimize energy consumption in WSNs are presented below. The 
strengths and weaknesses of each approach are highlighted. In the next sections, a review 
of those approaches is presented under three subsections: hierarchical energy-aware 
routing protocols, heterogeneous routing protocols, and ACO routing protocols.

In order to conserve the limited energy that is available to sensor nodes and extend the 
network the lifetime, they are usually organized into different clusters in layers to form a 
hierarchical clustering network [20]. In each cluster, at least a node is selected as a clus-
ter head (CH), depending on the protocol used and the size of the network. The nodes 
are responsible for collecting sensed data from member nodes, aggregate, and forward 
them to a base station via multi-hop communication. LEACH was the first unique and 
outstanding protocol proposed for clustering sensor nodes in WSNs, based on the hier-
archical routing technique [21]. Most other protocols proposed thereafter (for hierarchi-
cal routing) have used the LEACH protocol as a benchmark.

However, this protocol has several shortcomings: (1) the sensor nodes selected as CHs 
in LEACH are not evenly distributed within the network; thus, nodes that are far from 
the CH transmit through long distances and more energy is consumed during the trans-
mission; and (2) the CH selection method is based on probability, which may lead to an 
increase in overhead when selecting new CHs and may result in an increase in energy 
consumption.

Wang et al. [22] proposed a novel energy-aware hierarchical cluster-based (NEAHC) 
routing protocol for WSNs. The goals of their work are to minimize the total energy 
consumption and to ensure the load balancing of energy consumption between sensor 
nodes. They developed an algorithm for the proposed scheme, which is divided into two 
phases: cluster setup phase and the steady-state phase.

They model the relay node as a nonlinear programming problem and use the property 
of convex function to determine the optimal solution. The proposed scheme was evalu-
ated through simulations. They compared their approach with two other related proto-
cols. The proposed scheme minimizes communication cost and direct data transfer by 
nodes close to base station prolongs the network lifetime compared with selected related 
protocols.

However, the network area and the number of nodes they used for their simulation are 
small. There is a high possibility for this approach not to perform better if the network 
size is large, for instance, if the number of nodes is 500 or more.

Xie et al. [23] proposed energy-efficient routing for mobile data collectors in WSNs with 
obstacles, by dividing the network region into grid cells with the same size. This approach 
provides a convenient construction of the spanning graph, using the line sweep approach. 
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The graph is composed of cells, which include the shortest search route for the mobile data 
collector (MDC). This method represents a heuristic tour-planning algorithm based on a 
complete graph. Performance evaluation of this approach shows that it is able to success-
fully dispatch MDC and extend the lifetime of the WSNs. However, only one MDC was 
used to evaluate this approach, when it should be evaluated using many collectors.

Ayoub et  al. [24] proposed a cluster-based multi-hop advanced heterogeneity-aware 
energy efficient (MAHEE) protocol, which reduces the energy consumption of sensor 
nodes by choosing optimal CHs, thus allowing multi-hop inter-cluster communication 
using equal amounts of energy among all nodes. The algorithm is based on a clustering 
path planning algorithm for WSNs. In the proposed method, a node with higher energy 
is selected as a CH from among other nodes in the network, which achieves load balanc-
ing among the other nodes. MAHEE consists of two types of sensor nodes—normal and 
advance—which are equipped with different initial energy values. This helps to select a 
suitable CH based on the residual energy and distance from a base station. Simulation 
results show that the proposed approach performs better than existing state-of-the-art 
heterogeneous routing protocols and improves network stability and lifetime.

However, there is a high possibility that the CHs which are selected are not randomly 
distributed within the network. Thus, sensor nodes that are far from the CHs will trans-
mit across a long distance and dissipate more energy.

Qureshi et al. [25] developed the Balanced Energy-Efficient Network-Integrated Super 
Heterogeneous (BEENISH) protocol. The protocol is an extension of (DEEC) in [26], in 
terms of choosing a CH based on the residual energy level of the nodes, with respect 
to the average energy of the network. BEENISH consists of four types of sensor nodes: 
normal, advance, super, and ultra-super nodes, each with a different energy level. The 
authors used the concept in [19] to divide the network into different clusters, in which 
ultra-super nodes have a higher probability of being selected as CHs than other types 
of nodes (because they are high-energy nodes). Simulation results show that this proto-
col performs better than previous clustering protocols in heterogeneous WSNs. How-
ever, the performance of the protocol is only based on two metrics—the number of alive 
nodes and data packets—which is not enough to determine how efficient and reliable the 
proposed protocol is, compared to other related heterogeneous protocols.

An efficient CH selection was proposed to extend the network lifetime, through 
an approach called Energy-Dependent Cluster Formation in heterogeneous WSNs 
(EDCF) [27]. The authors employ a clustering process to reduce energy consumption, to 
extend the network lifetime. The method of CH selection starts with the generation of a 
random number between zero and one. An individual sensor node that wants to become 
a CH generates that number and checks it against its threshold function. If the value of 
the number generated is less than the threshold value, the node is selected as the CH for 
that round. Otherwise, the same process is repeated by the next node, to become the 
CH. The results of the experiment show that the proposed protocol is better at prolong-
ing the network life span than related heterogeneous protocols.

However, the proposed scheme is similar to the approach in [19], which means it will 
have the same weaknesses.

Fog-based energy-efficient routing protocol for WSNs (P-SEP) is proposed in [18]. The 
proposed scheme uses PEGASIS-based routing of fog nodes (FECR) and ACO-based 
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routing of fog nodes (FEAR) algorithms for the heterogeneous WSN. The selection of 
cluster heads (CHs) is based on probability function considering initial energy and cur-
rent energy of sensor nodes in the network. The CHs transmit their data packets to the 
closest fog node which further processes and forwards its data to the cloud using FECR 
and FEAR algorithms. The results of the simulation show that the approach decreases 
energy consumption and increases network lifetime.

However, the authors claimed that either a normal node or an advanced node can be 
selected as a CH. If two or more normal nodes are consecutively selected as CHs, while 
advanced nodes remain as members of a cluster. An energy hole will be created and 
resulted in the loss of data packets being transmitted in the network.

Mohajerani and Gharavian [28] proposed a life-time-aware routing algorithm for WSNs 
(LTAWSN). A unique pheromone function was derived to integrate hops and energy con-
sumption into the routing choice. The main aim of this approach is to optimize the energy 
consumption of the sensor nodes in WSNs. LTAWSN is better at minimizing energy con-
sumption and extending the network lifetime than related routing algorithms for WSNs.

Sun et  al. [13] proposed a unique routing algorithm called RABACO, based on the 
position information and search direction in ACO. This improves the network routing 
algorithm by considering the residual energy, heuristic function, sensor node communi-
cation distance, searching range, and transmission direction from the source node to the 
destination node. Simulation results show that the proposed algorithm minimizes the 
average energy consumption and prolongs the network lifetime.

3 � Design of the study
The proposed scheme consists of three types of nodes, as shown in Fig. 1. The normal 
sensor nodes (NS) and the advanced nodes (NA) are distributed within the network, while 
the fog nodes (NF) are placed at the edge of the network (middle layer). Advanced nodes 
are included in the sensor networks to eliminate overheads that are usually involved in 
the selection of CHs and unnecessary energy wastage during network operations. This 
differs from previous approaches reported in the literature, which are based on cluster 
formation and the selection of CHs [29–31]. In addition, the inclusion of fog computing 
ensures that not every sensed data are transmitted to the cloud for further processing 
and storage. Fog nodes can perform preprocessing on the received data instead of send-
ing all the raw data to the cloud computing for processing and storage.

Given the short transmission range of sensor nodes, we divided the network into clus-
ters of equal numbers of nodes, on average. Normal nodes that are geo-spatially close to 
an advanced node are grouped together to form a cluster. The relationship between the 
normal and advanced nodes is many-to-one, that is, many normal nodes belong to an 
advanced node. The number of clusters depends on the number of nodes in a network, 
and the application area, sensor nodes are application dependent. To ensure load balanc-
ing between the NS and NA, we developed an algorithm (Algorithm 1) for uniform distri-
bution of NA within the network, to avoid placing NA on the same side of the network.

The NA has an injective mapping (one-to-one) with the NF, which is placed at the edge 
of the network. The clusters comprising of the NS and NA within that location are served 
by the edge nodes NF. A normal node may leave or join any NA based on its geographical 
distance and be connected to, and disconnected from, the corresponding NA.
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Cloud computing consists of data centers that host servers. Cloud computing is 
responsible for the extensive analysis of all sensed data received from NF and storage. 
This is unlike the case with conventional cloud computing architecture, in which all 
sensed data are transmitted directly from sensor nodes to the cloud for the analysis and 
storage of a large volume of data. Thus, with the inclusion of fog computing into our 
scheme, moderate and relevant data are transmitted to the cloud for processing, analy-
sis, and storage, leading to improve utilization and efficient use of cloud platforms.

3.1 � Assumptions for the proposed scheme

The integration of fog nodes into WSNs is still new and yet to be implemented on a large 
scale. Therefore, we assumed the following for this network.

•	 The lowest layer of the network consists of normal nodes and advanced nodes which 
are different in terms of energy and capacity;

•	 Normal sensor nodes are only responsible for sensing environmental data and data 
transmission;

•	 Advanced nodes are responsible for receiving sensed data from member nodes;
•	 Fog nodes aggregate sensed data into a single packet;
•	 Fog nodes can process and store data in addition to routing data to cloud computing;
•	 Advanced nodes can transmit directly to the fog nodes; and
•	 Fog nodes’ batteries can be recharged and easily replaced if they have run out.

3.2 � Energy model for the proposed scheme

In this subsection, we developed an energy model for the proposed scheme; it consists of 
normal nodes and advanced nodes. In this model, the energy of advanced nodes is more 
than that of normal nodes in the network. A denotes the total number of sensor nodes in 
the network, the number of normal nodes is denoted by P , and the fraction of advanced 
nodes is denoted by K . If the initial energy of a normal node is denoted by Ef and the 
energy of advanced nodes is h more than the energy of normal nodes, then the advanced 
node energy will be (1+ h) ∗ Ef.

The energy of normal nodes is P ∗ Ef and that of advanced nodes is K (1+ h) ∗ Ef . 
Therefore, the total energy of the nodes in the network is expressed as follows

This model shows that advanced nodes have hEf energy more than normal networks 
with the energy AEf.

We adopted the radio energy model in [19] for the communication distance between 
the sensor nodes.

3.3 � Energy consumption of a sensor node

WSNs are usually deployed to collect environmental data in the area of interest. Every 
sensor node has a sensing rate and at regular time intervals transmit their sensed data 
to the nearest fog node. The source transmits the packets to the fog node by utilizing 

(1)
Etotal = P ∗ Ef + K (1+ h) ∗ Ef

= AEf + hEf .
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services of intermediate relay nodes if the received node (fog node) is not within its 
transmission range; thus reduces the probability of packet loss and energy consumption 
[32]. We assume that the maximum transmission range for every node is denoted by 
distance R. If the distance di,j between two nodes i and j is less than R, then energy dissi-
pated by a sensor node ET

i,j to transmit 1-bit of a data packet from i to j can be expressed 
as:

where ETx is the energy per data packet consumed by the transmitter electronics, ξamp is 
the transmit amplifier dissipation per bit per square meter, and parameter rβi,j connotes 
the energy loss due to channel transmission. It is assumed that the receiving energy ERx 
is constant.

If a sensing rate at node i is denoted by Oi , the energy consumed, Econsumed , of a sensor 
node to transmit a data packet at time t is expressed as:

Based on this model, sensor nodes that are one hop from the fog node(s) will receive 
higher data traffic than nodes that are multi-hop from the fog nodes. They will consume 
more energy than sensor nodes that are far from the fog nodes.

Fog nodes are not power constrained to receive and pre-process sensed data received 
from the entire sensor network. Unlike conventional cloud architecture, in fog comput-
ing, not all data packets are forwarded to data centers in cloud computing for process-
ing. Instead, all real-time analysis and latency-sensitive data packets are processed at the 
fog layer. The fog nodes in this layer have limited semi-permanent storage that allows 
them to store the received data temporarily for analysis and then send the source devices 
the needful feedbacks.

3.4 � Mathematical model

The mathematical model of our scheme is described in this section. The operations 
and all entities involved are defined. It is assumed that the number of nodes distributed 
within the network in Tier 1 will not change during network operation. In addition, the 
clusters covered all the nodes in their domains. The physical components of the pro-
posed scheme are defined as follows:

3.4.1 � Physical components of Tier 1

Normal nodes (NS): A normal node denoted by N is expressed as tuples, as follows.

Each of Eq. (4) parameters is defined as follows.

Definition 1  (Identification of NS) Nid is the unique identification (ID) assigned to each 
normal node in the network.

(2)ET
i,j = ETx + ξamp ∗ r

β
i,j

(3)Econsumed = ET
i,j

p
∑

i=1

(Ni)Oi ∗ t

(4)NS =
〈

Nid,Npc,Nte,Nln,Ncr

〉

.
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Definition 2  (Present condition of NS) Present condition of N is denoted by Npc. It 
shows the current state of the node, whether it is in an active or an inactive state. 1 is 
used to denote an active state, and 0 an inactive state. It is expressed as a Boolean as 
Npc = {0, 1}.

Definition 3  (Event type of NS) The type of environmental data (event) Ns sense is 
denoted by Nte. It is expressed as Nte = 

{

Nte
1 ,Nte

2 ,Nte
3 , . . . ,Nte

k

}

 , where Nte denotes a set 
of environmental data being monitored by the Ns and k is the total number of events.

Definition 4  (Geo-spatial location of NS) The geo-spatial location (Nln) of N is 
expressed as a three-dimensional space as follows

where x, y and z represent the horizontal, vertical, and height of a node, respectively. 
Time t denotes at which the N sends its data to a neighboring node/advanced node.

Definition 5  (Component of NS) The component of NS is denoted by Nct which includes 
hardware specifications, the mode of operation, the sampling rate, and frequency. It is 
expressed as a six tuple as follows.

where Nps denotes power supply. In most cases, sensor nodes are powered by small bat-
teries. It describes, in detail, the type of batteries a node uses for power supply (e.g., 
alkaline, lithium, or zinc-air batteries) and the size (AA or AAA). The tuple Nmc denotes 
the microcontroller; it contains one or more  processor cores along with  memory  and 
programmable input/ output peripherals. The details of the processor core include pro-
cessor speed, cache memory, and bus specifications. The tuple Nst represents the differ-
ent types of sensors that are used as subunits of a sensor node. The tuple Nch denotes 
the sensor node’s hardware communication type used for wireless communication—this 
includes ZigBee, radio frequency identification (RFID), and bluetooth. The tuple Ndr 
denotes the data rate of a sensor node. The tuple Nop denotes the operating system (OS) 
a sensor node uses, which could be TinyOS, Mantis, or Contiki OS [33]. The application 
and application instances of the sensor nodes are defined as a tuple below.

Definition 6  (Application of NS) The application of a sensor node (App) is expressed as 
a four tuple, as follows.

where the tuple Aid denotes the unique identification (ID) of an application. The tuple 
Atp denotes the type for which the application is applied (e.g., smart city, healthcare, 
automobile, home security, or industrial applications). The tuple Acp denotes the mini-
mum component the system needs to successfully run the application, including the OS, 
processor, RAM, and secondary storage. The tuple A(t) denotes the time stamp (second) 
at which the node senses the environmental data.

(5)Nln =
〈

x, y, z(t)
〉

(6)Ncr =
〈

Nps,Nmc,Nrm,Nst,Nch,Ndr,Nop

〉

(7)App =
〈

Aid,Atp,Acp,A(t)
〉
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Definition 7  (Application instance) The application instance, IA, is expressed as a five 
tuple, as follows.

where Iid denotes the application instance ID which is generated and assigned by the 
system. The tuples Nid and Aid were defined earlier. The tuple Irq denotes the resource 
requirement of the IA, which may be in terms of data processing and analysis ability for 
healthcare applications, network bandwidth for streaming applications or processing, 
and storage power for automobile applications. It is possible for many instances of an 
application to run concurrently on a sensor node, with the unique IDs distinguishing the 
instances from one another.

Tier 1 is divided into finite clusters CK  , and each cluster contains, on average, the same 
number of randomly distributed nodes. The sensor network A is expressed as follows.

(8)IA =
〈

Iid,Nid,Aid, Irq, Ipc
〉

(9)A =

K
∑

k=1

Ck

(

p
∑

i=1

Ni

)
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where p denotes the average number of nodes in a cluster C , while K denotes the num-
ber of clusters which is equivalent to the number of advanced nodes in the network. The 
number of p changes due to the death and introduction of new nodes in the cluster. The 
area covered by a cluster is mathematically expressed as a five tuple, as follows.

where Ck is a cluster k, such that k = 1, 2, 3, …, K, Nk
A denotes an advanced node k, the 

tuple G denotes the area covered by a cluster, the tuple p was defined earlier, and map-
ping of a sensor node to its corresponding advanced node is denoted by Mid.

Property 1  The relationship from the set of N s to the NA in the network is many-to-one 
mapping (i.e., many nodes transmit to the corresponding advanced node).

Definition 8  (Advanced node device) The advanced node is defined in terms of its 
types as a three tuple, as follows.

where Did denotes the ID of the advanced node, Dcp denotes the component of the 
device node (i.e., hardware and related specifications), and Dtp denotes the type of node.

Property 2  The relationship between the advanced nodes and fog nodes is based on 
injective mapping and is represented as follows.

Definition 9  (Fog instance) The fog nodes’ (middle layer) services, denoted by F  , are 
represented by a five tuple and expressed as follows.

where the tuple Fid denotes the ID of a fog node, the tuple FU denotes purpose, FRI rep-
resents Required Interface, FPI denotes Provided Interface, and the last tuple denotes the 
Set of Attributes. Now that all the physical components of the architecture of the WSNs 
fog-based model have been defined, we want to show the relationship between the three 
tiers.

First, we want to show the relationship between the normal nodes (NS) and advanced 
nodes (NA) using the method of contraction.

Proposition 1  (Subjective mapping) Given the set of normal nodes N S and advance 
node NA , the number of N S mapped to CK , where CK  denotes the total number of clusters 
in the network.

Proof  We prove this by using the method of contraction. Suppose there were such a 
surjection as f : N s → NA.

(10)C =

〈

Ck ,N
k
A,G, p,Mid

〉

(11)f : N s → NA

(12)D = Did,Dcp,Dtp

(13)f : NA → NF

(14)F = �Fid, FU , FRI, FPI, FSA�
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We assume

There exists at least a pair (Ni,Nk), such that:

There exists every normal node belonging to an advanced node in each cluster Ck , a con-
tradiction to Proposition 1, which disproves our assumption. This concludes the proof.□

Proposition 2  (Injective mapping) Given the set of advanced nodes NA and the set of 
fog nodes NF , the mapping of NA into NF is null.

Proof  This will also be proved by means of contradiction. Suppose there were such a 
function as f : NA → NF.

We assume that there exist Nk , k ∈ NA ; Nf , f ∈ NF where F denotes the number of fog 
nodes, such that Nk ∩ Nf �= Φ.

There exist Nk ,Nf such that

This disproves the injectivity of Property 2. Thus, the assumption is not valid. This con-
cludes the proof.□

3.5 � Data transmission between fog nodes and data center

Our network model contains NF deployed at the edge of the network, at the middle layer 
(Tier 2) of our model. NF at the edge of the network communicates directly with NA in 
Tier 1. Each fog node at the edge of the network receives data from NA (aggregate data in 
each round) and transmits it to the next fog node in the chain.

Algorithm 2 is developed to transmit aggregated data between NF and cloud computing. An 
algorithm [21] is adopted to form a chain of fog nodes, and it enables the nodes to communi-
cate with their neighboring nodes in the chain. The fog nodes in the chain receive data from 
the advanced nodes and perform pre-processing on the received data, and these data move 
between NF , with each fog node sending its data to the leader fog node. The leader fog node 
receives and aggregates all data received from NF and finally transmits these to the cloud com-
puting for further processing. The algorithm shows the steps of the data transmission—from 
fog nodes to cloud computing. Fog node chain and its communications, as shown in Fig. 1, are 
constructed by choosing the furthest fog node from the cloud computing using Eqs. (15) and 
(16), to ensure that fog nodes further from the cloud computing have close neighbors. The 
neighboring distances increase progressively since fog nodes already on the chain cannot be 
revisited. Equation (17) is used to connect nodes to their closest neighbors. A fog node with 
the shortest distance to the cloud computing in Tier 2 is selected as the leader, and its main 

(15)NS  = Ni + Nk ∀ i ∈ N s : i = 1, 2, . . . , p; k ∈ NA : k = 1, 2, . . . ,K

(16)Ni,Nk ∈ Ck , Ni ∩ Nk �= Φ

Nk ,Nf ∈ D
(

f
(

NA

)

= f
(

NF

))

⇒ Nk �= Nf
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duty is to transmit aggregated data to cloud computing. Constructing a chain among NF and 
selecting a node as the leader—to receive and forward aggregated data instead of each fog 
node transmitting its own data directly to the cloud computing, could minimize energy dissi-
pation during data transmission in the network. Thus, in order to choose a FN as a leader, the 
distance of FNs to the cloud and their energy need to be considered.

3.6 � Improved ACO algorithms

There are many routing paths between the fog nodes and the data center. It is, how-
ever, necessary to transmit the aggregated data from the leader fog node to the data 
center along the shortest, most efficient, and reliable path. Algorithm 3 is developed 
to construct the optimal path for data transmission between NF and the data center. 
The aim is to determine the shortest possible path. An ACO routing technique is 
used to find the shortest distance between the leader fog node and the data center. 
ACO is a branch of optimization modeled algorithms based on the behavior of ants 

(17)dD_center =

√

(x · NF − x · Dcenter)
2 +

(

y · NF − y · Dcenter

)2

(18)FNodeEdge = max
F(i)∈NF

(

dD_centerF(i)
)

, ∀F(i) ∈ NF

(19)
dNF(Fi) =

√

(

x · F(i)− x · F
(

j
))2

+
(

y · F(i)− y · F
(

j
))2

, ∀F
(

j
)

∈
{

NF − F(i)
}

.
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in a colony and is a subclass of computational intelligence (IC) paradigms that aid in 
determining optimal solutions to optimization problems [15]. The ACO model was 
first proposed by Dorigo [16, 34]. Since then, the model has been widely studied and 
improved. The idea comes from observing ants’ foraging behavior—how they find the 
shortest path between the food source and their nest. When searching for food, ants 
first explore the area surrounding their nest randomly. While moving, they deposit a 
chemical substance called pheromone on the paths as they search for food, forming 
pheromone trails. Thus, when other ants search for food, they can smell the phero-
mones that have been deposited on the paths, and tend to choose a path marked by 
strong concentrations of pheromone.

However, the conventional ACO schemes do not differentiate between the various 
types of data packets transmitting over a network. All data packets are transmitted 
in the same way to a destination, as these schemes are majorly designed to minimize 
congestion and improve network performance. On the other hand, WSNs in IoT envi-
ronment have to support multimedia data transmission, requiring a different level of 
quality of service (QoS). This work divides QoS into three services (Qs).

Qs_1	� Qs_1 is guaranteed service, and it provides safe end-to-end delay guarantees. 
This service warranties that data packets will reach the receiver node at the right 
time zero data packets loss.

Qs_2	� Qs_2 is a controlled load-balance service. The service is used where likelihood 
of time delays will happen. In addition, when there is congestion in the net-
work, the network can provide services just as if there was no congestion in the 
network.

Qs_3	� Qs_3 is the best-effort service. It refers to an Internet delivery service where the 
network does not provide any guarantees on the time delay limit the data pack-
ets will be delivered in the network.

 We made modifications to the proposed traditional ACO algorithms in order to 
improve its performance and to accommodate the heterogeneity of our network. 
These modifications are explained as follows.

It is assumed that the success transmission rates of all the links between the 
advanced nodes and fog nodes are all 100%.

An advanced node has low communication performance if the data packets trans-
mission success rate is less than 10%. Conversely, it has high communication perfor-
mance if the data packets transmission rate is more than 90%.

Given a network topological graph G = (K ,E), where K  denotes the number of 
advanced nodes in the network, and E represents the set of the links connecting two 
(advanced and fog) nodes in the network.

If the forward link of the node k is denoted by Tf and Tr denotes the reverse link of the 
node j . The link that directly joins nodes i and j is represented in Eq. (18)

Each link l ∈ E represents the success probability of data transmission on the link l .
For a path Tpath and a link l ∈ E , the distance between an advanced node and a fog 

node is the sum of the single hop links and expressed as follows.

(20)l =
(

NA(k),NF

(

j
))
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Equation (21) shows that the smaller the Tpath , the nearer the advanced node is to the 
fog node. The node should be used as a data packets forwarding node. We use R

(

k , j
)

 to 
denote the relationship between a sender node (k) and receiver node 

(

j
)

 , as expressed in 
Eq. (22).

where Tf (k) and Tr(k) denote forward link and reverse link, respectively, of the node k.

3.7 � Local pheromone update

The choice of selecting an optimal path is made based on the transfer probability deci-
sion rule in Eq. (21).

where �Qs_a

kj  denotes the pheromone service, ηQs_a

kj  denotes the local heuristic value of the 
path between the sender node and the receiver node, a denotes the QoS type, α and β 
are control parameters used to regulate the relative weight of the pheromone trail and 
the heuristic value, respectively. The q is a random variable ranging between 0 and 1 (i.e., 
[0, 1]), and qo (0 ≤ qo ≤ 1) is a given parameter. j ∈ allowedu for all u = 1, 2, 3, . . . ,w are 
paths that can be selected by node k in the next step.

3.8 � Global pheromone update

Once the communication paths between the sender nodes and receiver nodes have been 
completed by the search ants, Eq. (24) is used to choose an optima path

where 
(

Z
Qs_a

path

)

u
 is the path utility value. For a path between nodes k , j, the pheromones 

are updated as expressed in equation

where ρ is the pheromone evaporation factor which serves to diminish the intensity of 
existing trail over time, ��

Qs_a

kj  is the pheromone increment on the path between the 
advanced node and fog node and it is expressed as follows.

(21)Tpath =

w
∑

u=1

lu

(22)R
�

k , j
�

=







1 if lu ∈ Tf (k)
− 1 if lu ∈ Tr(k)
0, others

(23)

c =







arg max
j=1,2,...,m

�

�

�
Qs_a

kj

�α

∗

�

η
Qs_a

kj

�β

∗ R
�

k , j
�

, q ≤ qo

C , q > qo

C =











�

�
Qs_a
kj

�α
∗

�

η
Qs_a
kj

�β
∗R(k ,j)

�

j∈Tpath,

�

�
Qs_a
kj

�α
∗

�

η
Qs_a
kj

�β , j ∈ allowedu

0, j /∈ allowedu

(24)Z
Qs_a

O = max
{(

Z
Qs_a

path

)

u

}

(25)�
Qs_a

kj = (1− ρ)�
Qs_a

kj + ρ��
Qs_a

kj
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where ̟ is an adjustment coefficient, and Tpath denotes path length. Equation (26) is a 
pheromone update rule for the forward ants used to create the paths between the FL and 
the D_center. ϕk denotes the contraindication list of the k .

(26)��
Qs_a

kj =







̟∗Z
Qs_a
path

Tpath
, j ∈ allowedu

0, j /∈ allowedu
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4 � Experimental results and discussion
The performance of our proposed scheme is presented in this section. We simulated 
our scheme (EEHFC) and compared the results with the P-SEP [18], EDCF [27], and 
RABACO [13] schemes. Network Simulator 2 (NS2) was used to evaluate the proposed 
algorithms. The network parameters used in our simulation are presented in Table  1, 
and Table 2 contains a list of abbreviations. The network contained three types of nodes: 
normal sensor nodes, advanced nodes, and fog nodes; values h = 0.05 and h = 0.1 show 
the fraction of advanced sensor nodes in the network. Thus, h = 0.05 means the propor-
tion of advanced nodes to normal sensor nodes is 5% of the total normal sensor nodes, 
for a network with 100 sensor nodes. The performance of EEHFC, P-SEP, EDCF, and 
RABACO in the network area 100 × 100 m2 was evaluated. All simulations ran 80 times, 
to generate different topologies to obtain accurate results. We determined the average 
values of the results and then used them to plot the figures. The simulation time (round) 
for each experiment was 5000 s. A round was defined as an equal period for which every 
node transmitted its sensed data to a data center, located outside the network, and at a 
relatively far distance from the WSNs. The number of fog nodes was considered to be 
five (5), and each had higher energy than the advanced nodes in the network.

4.1 � Network lifetime

We studied the number of alive nodes of EEHFC, P-SEP, EDCF, and RABACO when the 
⍺ = 3, h = 0.1. They dissipated their energy gradually as the simulation time increased 
(see Fig. 2). The first node died (FND) in EEHFC, P-SEP, EDCF, and RABACO at 1561, 
1519, 1421, and 1387 rounds, respectively. In addition, half of the nodes died (HND) in 
EEHFC, P-SEP, EDCF, and RABACO at 2468, 2006, 1579, and 1536 rounds, respectively, 
while the last node died (LND) in EEHFC, P-SEP, EDCF, and RABACO at 4039, 3017, 
3472, on 1864 rounds, respectively. In all the scenarios, the proposed algorithm had the 
highest number of alive nodes and prolonged the network lifetime beyond that of the 
selected algorithms.

4.2 � Number of packets

We investigated the number of data packets transmitted to the final destination in each 
algorithm. EEHFC delivered more sensed data to the data center than all the other 
algorithms in terms of reliability, stability period, availability, and network lifetime 
as depicted in Fig. 3. It had the highest data delivery ratio. This result proves that our 
scheme not only performed better in a small network but also in a large network.

4.3 � Total energy consumption of sensor nodes

Sensor nodes dissipate energy gradually as the network size increases in all the schemes 
and the energy curve is shown in Fig. 4. The RABACO algorithm dissipated the most 
energy during data transmission—the reason being that the algorithm kept to multiple 
paths and did not consider the residual energy of the neighboring node, which created 
an energy hole in the network. There was a high probability that the remaining nodes 
would transmit across a long distance and hence consume more energy. In addition, 
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Table 1  Simulation parameters for the network

Parameter Value

Number of nodes 100

Network size 100 × 100 m2

Initial energy of normal node 0.5 J

Initial energy of advanced node 1.5 J

Number of ants 5

α 2

β 2

Transmit data rate 250 kbps

ρ 0.2

r (round) 5000

�ij(0) 0.01

Packet size 512 bytes

εamp 0.0012 pJ/bit/m4

Eelec 40 nJ/bit

EDA 5 nJ/bit

MAC layer protocol IEEE 802.11

Table 2  List of abbreviations

Abbreviations Meanings

WSNs Wireless sensor networks

CHs Cluster heads

MDC Mobile data collector

NS Sensor node

NF Fog nodes

NA Advanced nodes

A Total number of sensor nodes

P Normal nodes in the network

K Fraction of advanced nodes

Ef Initial energy of a normal node

h Energy multiple factor

Npc Present condition of N

Nte Type of environmental data sensed by N

Nte Set of environmental data being monitored

k Total number of events

Nln Location of NS

Nct Component of NS

Nst Types of sensor nodes

Nch Sensor node’s hardware communication type

App Application of sensor nodes

IA Application instance

A Total nodes in the network

C Area covered by a cluster

D Type of advanced node

F Fog node

NS Set of normal nodes

NA Set of advanced nodes

NF Set of fog nodes
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the energy dissipated by P-SEP was less than that of RABACO, because it transmitted 
along an alternate path whenever there was congestion along the primary path. Thus, 
the energy consumption in EEHFC is lowest because the scheme selects nodes on paths 
with few hops to transmit the data packets. Finally, overheads that are usually involved 
in the selection of CHs are eliminated in the proposed scheme. It is able to optimize the 
routing process to maintain load balance in the network.

4.4 � Average energy dissipation in the network

Average energy dissipation of advanced nodes varying the number from two to six 
follows the curve shown in Fig. 5. The average energy dissipation was highest for two 
advanced nodes—the reason being that each normal node transmits to advanced nodes 
across a long distance, thereby using more energy to transmit. However, when the num-
ber increases to six, the average energy dissipation was lowest, since the nodes trans-
mitted across a short distance and conserved more energy. We observe that after 3000 
rounds, the nodes dissipate more energy. This is due to the congestion and retransmis-
sion of data packets. Finally, after the number of rounds, energy holes created in the net-
work will increase the nodes’ energy dissipation.

4.5 � Network lifetimes with a varying number of advanced nodes

Table  3 shows the values of the network lifetimes obtained for each of the four algo-
rithms. The algorithms have a different number of alive nodes after a certain number of 
rounds (α = 2, h = 0.05). Before FND, the EEHFC increased by 34.8%, 53.4%, and 82.9% 
in P-SEP, EDCF, and RABACO, respectively. In addition, it increased by 21.0%, 33.5%, 
and 40.4% in P-SEP, EDCF, and RABACO, respectively, before HND. Finally, it increased 
by 10.9%, 20.3%, and 33.8%, respectively, in P-SEP, EDCF, and RABACO, before LND.

4.6 � Performance of QoS levels for different schemes

The performance of selected schemes and our scheme are compared based on the QoS 
levels. The results are presented in Fig. 6. The results show that regardless of the energy 
consumption, the number of data packets transmitted, data packets reliability, the aver-
age of QoS values of the nodes of the EEHFC scheme perform better than other selected 
schemes. Hence, it is an improvement over related schemes.

4.7 � Data packets transmission loss rate

We perform experiments on data packets transmission loss rate for the selected schemes 
and the proposed scheme under different QoS levels for sensor nodes. We observe that 
when the distance between a sender node and the destination node is short, the data 
packets transmission loss rates are almost the same for all the schemes. Conversely, as 
the transmission distance between a sender node and the destination node increases, 
data packets transmission loss rate likewise increases. The reason is that as the dis-
tance between the nodes increases, the number of hops that are required for reliable 
data transmission equally increases. As shown in the figure, the data packets loss rate 
increases in all the schemes. Percentages for data packets loss rate for the different 
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schemes are shown in Table  4. EEHFC scheme performs better than other selected 
schemes. It can select the optimal path for its data transmission, minimizing the packet 
loss rate.

5 � Conclusion
EEHFC is proposed as a fog-based algorithm for WSNs. This algorithm presents effi-
cient methods for data transmission in the network. A three-tier architecture was devel-
oped for the proposed scheme, consisting of three types of nodes—normal sensor nodes, 
advanced nodes, and fog nodes. EEHFC presented a hierarchical routing architecture 
for data transmission from normal sensor nodes to the data center through fog nodes. 
In addition, an algorithm was designed for the uniform distribution of advanced nodes 
within the network, to minimize the transmission distance of each sensor node. The 
advanced nodes forward gathered data from the normal sensor nodes of their clusters 
to the fog nodes. Thereafter, the fog nodes performed pre-processing on the received 
data and stored them locally, which invariably reduced the processing of a large volume 

Table 3  Performance comparison of  algorithms under  network size 100 with  r = 5000 
and α = 2

Protocol FND HND LND

EEHFC (α = 2, h = 0.1) 654 1753 2213

EEHFC (α = 2, h = 0.05) 496 1697 2029

P-SEP (α = 2, h = 0.1) 427 1581 1953

P-SEP (α = 2, h = 0.05) 368 1402 1829

EDCF (α = 2, h = 0.1) 301 1387 1752

EDCF (α = 2, h = 0.05) 289 1271 1686

RABACO (α = 2, h = 0.1) 233 1223 1578

RABACO (α = 2, h = 0.05) 188 1209 1516
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of data at the data center. Only sensed data that cannot be processed in fog nodes are 
transmitted to the data center. Moreover, the inclusion of various levels of energy in our 
scheme causes the network to be heterogeneous and helps maintain load balancing in 
the network. The proposed scheme is energy efficient and extends the network lifetime 
due to the higher energy of fog nodes. To increase data reliability at the data center, we 
developed algorithm 2 for data transmission from the fog nodes to the data center. Algo-
rithm 3 was designed to construct the optimal and most efficient path between the fog 
nodes and the data center, using the ACO approach. The proposed EEHFC approach is 
energy-efficient, has high data reliability and availability, and prolongs the network lifes-
pan—more so that related approaches, such as the P-SEP, EDCF, and RABACO schemes. 
However, since the Fs store only important data and the individual node has a balanced 
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processing load, optimal resource allocation for them is one of the drawbacks of this 
approach.

In addition, data transmission in the network is open and is susceptible to different 
attacks. There is a need to provide adequate security solutions to these attacks. These 
will be looked into in our future research.

Fig. 5  Average energy dissipation against the number of rounds

Table 4  Rate of data packets loss of selected schemes

Qs_1 Qs_2 Qs_3

EEHFC (%) 21 23 22

P-SEP (%) 23 26 24

EDCT (%) 42 45 41

RABACO (%) 53 52 54
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We are aware that sensed data generated by sensor nodes can change due to environ-
mental factors and hardware failures which might cause sensor nodes to produce incom-
plete data or erred. The end-users need to be mindful of the uncertainty level of the 
collected data and various results obtained in the research.

5.1 � Data traffic load distribution

We performed an experiment using the model developed in Sect. 3.3 to determine the 
energy consumption of sensor nodes based on the data traffic and distance of each node 
from fog nodes. In total, 100 sensor nodes are randomly distributed and set each node 
transmission range to 75  m. The improved ACO routing algorithm  3 is also used in 
this simulation, and the packet transmission rate is 1-bit per second. The results of the 
experiment are presented in Fig.  7. We can see that sensor nodes with short distance 
from the fog nodes receive higher traffic load than those that are far from them. The rea-
son is that the closer nodes act as relay nodes for other nodes that are far; hence, there 
is high possibility for these nodes to use up the limited energy and die faster than those 
nodes that are far as shown in the figure. It can be seen that the experimental traffic load 
distribution agrees with the theoretical traffic load distribution when there is number of 
sensor nodes. This consolidates the practical importance of the energy model presented 
in Sect. 3.3.
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