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Abstract 

Dysarthria is a speech disorder that affects the ability to communicate due to articulation difficulties. This research 
proposes a novel method for automatic dysarthria detection (ADD) and automatic dysarthria severity level assess-
ment (ADSLA) by using a variable continuous wavelet transform (CWT) layered convolutional neural network (CNN) 
model. To determine their efficiency, the proposed model is assessed using two distinct corpora, TORGO and UA-
Speech, comprising both dysarthria patients and healthy subject speech signals. The research study explores 
the effectiveness of CWT-layered CNN models that employ different wavelets such as Amor, Morse, and Bump. The 
study aims to analyze the models’ performance without the need for feature extraction, which could provide deeper 
insights into the effectiveness of the models in processing complex data. Also, raw waveform modeling preserves 
the original signal’s integrity and nuance, making it ideal for applications like speech recognition, signal process-
ing, and image processing. Extensive analysis and experimentation have revealed that the Amor wavelet surpasses 
the Morse and Bump wavelets in accurately representing signal characteristics. The Amor wavelet outperforms 
the others in terms of signal reconstruction fidelity, noise suppression capabilities, and feature extraction accuracy. 
The proposed CWT-layered CNN model emphasizes the importance of selecting the appropriate wavelet for signal-
processing tasks. The Amor wavelet is a reliable and precise choice for applications. The UA-Speech dataset is crucial 
for more accurate dysarthria classification. Advanced deep learning techniques can simplify early intervention meas-
ures and expedite the diagnosis process.

Keywords Dysarthria, Severity assessment, TORGO, UA-Speech, CWT-layer, Amor wavelet, Morse wavelet, Bump 
wavelet

1 Introduction
Speech-based effective communication is essential to 
human contact and has a significant impact on an indi-
vidual’s quality of life. Nonetheless, some people experi-
ence difficulties producing speech due to neurological 
problems, which can present as motor speech difficul-
ties such as dysarthria [1–3]. The motor-speech system 
is characterized by weakness, paralysis, or coordination 
deficiencies in dysarthria, which reduces the lucidity, nat-
uralness, and effectiveness of verbal communication [4, 
5]. The creation of ADD and ADSLA using raw speech 
data has garnered significant attention in recent decades, 
with the potential to transform dysarthria diagnostic and 
treatment methods [6]. Raw waveform models offer a 
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potential way to categorize dysarthric speech. They pro-
vide a complete view of the speech signal, making it eas-
ier to distinguish between normal and dysarthric speech 
patterns [7]. Raw waveform models avoid the require-
ment for manually extracting features, which speeds up 
the procedure and reduces the possibility of biased fea-
ture selection. This improves objectivity and saves time 
[8]. These models also perform well with end-to-end 
techniques like CNN models, which improve classifica-
tion accuracy by directly learning complex representa-
tions based on raw waveform data [9, 10]. In contrast 
to traditional methods that depend on intricate feature 
extraction procedures [11–14], raw waveform models 
examine the speech signal directly, making them easier 
to apply and comprehend [15]. There are several ben-
efits to incorporating CWT-layer in CNN models, one 
of which is the ability to capture local and global aspects 
of the signals that are input at various wavelets such as 
Amor, Morse, and Bump. Analyzing signals in both the 
temporal and frequency domains at the same time makes 
CWT a useful tool in signal processing, especially when 
it comes to irregular signals like speech. The CNN may 
extract pertinent characteristics at various resolutions 
from the input speech data by applying CWT, which 
allows it to pick up both small details and larger pat-
terns in the signal. In the CNN architecture, one typical 
method is to arrange CWT-layer next to conventional 
convolutional layers. As a result, the network can acquire 
hierarchical visualizations of the voice signal it receives, 
gradually extracting increasingly abstract and discrimi-
native properties from the raw waveforms. CWT-layer 
aids in the dimensionality reduction of the input data 
while maintaining pertinent information, improving 
CNN generalization performance and learning efficiency. 
Improved interpretability of the learned representations 
is made possible by the incorporation of CWT-layer into 
CNN designs.

The article’s following sections are organized as follows: 
the research that has been done on ADD and ADSLA 
is shown in Section  2. CWT-layered CNN model is 
explained in Section 3. The datasets used and experimen-
tal results of ADD and ADSLA are reported in Section 4, 
demonstrating great accuracy in both tasks. The main 
conclusions of the recommended work are finally sum-
marized in Section 5, along with their consequences for 
additional field investigation.

2  Motivation and relevant work
In speech recognition and healthcare, ADD and ADSLA 
utilizing raw speech presents substantial obstacles [16]. 
Dysarthria is a neurological condition marked by defec-
tive articulation resulting from muscle weakness or paral-
ysis. It has been linked to many neurological illnesses, 

including cerebral palsy, Parkinson’s disease, and stroke 
[17]. For these disorders to be properly diagnosed and 
treated, dysarthria must be accurately detected and 
assessed [18–20]. However, a variety of approaches have 
been used in recent research to identify dysarthria and 
evaluate the degree of it in two reference datasets: UA-
Speech and TORGO.

Raw waveform modeling offers a potential approach 
for ADD and ADSLA [21]. Upon analyzing the TORGO 
corpus, Millet et al. [9] used raw waveforms and applied 
long-short-term memory networks (LSTM), and an 
attention model, obtaining an accuracy of 75.63% for 
dysarthria detection. Similarly, in Hernandez et  al. [22] 
using rhythm and voice quality or prosody, random for-
est (RF) achieved an accuracy of 81.50%, while support 
vector machine (SVM) achieved an accuracy of 82.30% 
for dysarthria identification. Furthermore, Yue et  al. [6] 
employed raw magnitude-based feature extraction using 
the cascade convolution model and achieved an accuracy 
of 88.0% for dysarthria detection and 86.00% for sever-
ity assessment. In contrast, Radha et  al. [23] used raw 
waveform modeling using short-time Fourier transform 
(STFT) layered CNN and achieved an accuracy of 94.62% 
in dysarthria detection and 90.15% for severity assess-
ment. Switching the attention to the UA-Speech data-
set, Narendra and Alku [24] worked on raw glottal flow 
waveforms, implementing CNN and multi-layered per-
ceptron (MLP), leading to an accuracy of 87.93%. Kachhi 
et al. [25] used CWT scalograms with CNN, respectively, 
obtaining an accuracy of 95.17% for severity evaluation 
and 87.93% for dysarthria detection. Similarly, Joshy and 
Rajan [26] used mel spectrograms for the squeeze exci-
tation (SE) CNN model and achieved an accuracy of 
87.93%. Moreover, Radha et al. [23] employed raw wave-
form modeling using an STFT-layered CNN model and 
achieved an accuracy of 99.80% for dysarthria detection 
and 94.67% for severity assessment.

In contrast to conventional feature-based techniques, 
raw waveform offers an additional detailed description 
of an audio signal strength, making it possible to record 
the precise temporal and spectral properties required 
for evaluation. Developments in deep learning frame-
works for automatic evaluation have been made easier 
by recent technological advances in clinical settings 
[27–29]. Researchers have developed novel methods for 
utilizing sound characteristics to assess the severity of 
dysarthria [30]. They have investigated innovative paths 
in dysarthria assessment by categorizing speech into dis-
tinct severity levels inside datasets such as the TORGO 
and the UA-Speech datasets. Using the UA-Speech data-
set, research has employed CNN approaches based on 
raw waveform to differentiate between individuals with 
dysarthria and healthy individuals [24, 26, 31, 32]. These 
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models achieve accurate categorization by making use of 
the fine features present in raw speech waveforms. This 
study aims to improve the identification of dysarthric 
persons in the UA-Speech datasets by utilizing deep 
learning techniques. The majority of current techniques 
in this sector rely on intricate deep-learning algorithms 
or feature-based models. To provide simple yet efficient 
models that do not require feature extraction and allow 
the model to learn directly, the proposed work presents 
a variable CWT-layered CNN model. The paper makes 
three primary contributions:

• Proposed a method with a variable CWT-layered 
CNN model for ADD and ADSLA

• Experimented on different CWT-layer wavelets to 
improve accuracy

• TORGO and UA-Speech datasets were used to verify 
the efficiency of the suggested method

3  Proposed methodology
The CWT-layered CNN model integrates CWT layers 
and CNN structures as shown in Fig. 1, offering a potent 
method for signal processing tasks. Beginning with a 
concise overview, this architecture combines the versatil-
ity of CWT in CNN architecture as shown in Section 3.1. 
The customized CWT-layer extracts frequency infor-
mation across different wavelets, such as Amor, Morse, 
and Bump. By integrating the hierarchical feature learn-
ing of CNNs, it refines the traditional CWT, adapting it 
to the specific requirements of the CNN. This adapta-
tion enhances the compatibility and effectiveness of the 
architecture. The details of this process are explained in 
Section  3.2. Following this, the CNN layers utilize the 
transformed representations from the CWT layers to 
perform feature extraction, and hierarchical abstraction 
is shown in Section 3.3. Finally, the classification stage of 

the CWT-based CNN architecture involves utilizing the 
extracted features to classify signals. This stage demon-
strates the model’s ability to learn discriminative repre-
sentations and make accurate predictions. The details are 
explained in Section 3.4.

3.1  CWT‑layered CNN architecture
CWT-layered CNN architecture is a type of neural net-
work that uses wavelet transformations in its layers. This 
design is especially helpful for applications like time 
series data, audio processing, and analysis where it is nec-
essary to analyze signals at various scales or resolutions 
[29]. The input layer is where the data is received. The 
CWT-layer creates a series of feature maps that depict 
the signal at various scales and orientations by applying 
a series of wavelet filters to the input data. The dimen-
sion of the analysis frame and the temporal shift have no 
bearing on the CWT’s time and frequency resolutions. 
Instead, to break down the voice signal, the CWT con-
siders a basic function known as wavelet. Convolution of 
the signal using shifted and compressed wavelet versions 
is how this process is carried out. The CWT has been 
defined formally as

where y(t) is the speech signal, q and r are the scale and 
shift factors, respectively, and Cwt(q, r) is the primary 
function, which in this study is the Amor wavelet.

Two 2D convolutional layers were used after the wave-
let transform layer to extract spatial information from 
the processed data. These convolutional layers apply fil-
ters to the input feature maps to identify the speech pat-
terns and features pertinent to the ADD and ADSLA 
tasks. In an attempt to downsample the feature maps and 
reduce their spatial dimensions while preserving crucial 

(1)Cwt(q, r) =
1√
r

∞

−∞
y(t)φ∗ t − q

r
dt

Fig. 1 Flow diagram of ADD and ADSLA using CWT-layered CNN model
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information, pooling layers are frequently included fol-
lowing convolutional layers. After the convolutional and 
pooling layers, the network expanded with fully con-
nected layers depending on the number of classes. To 
provide predictions or classifications, these layers aggre-
gate and integrate the spatial characteristics that the 
convolutional layers retrieved. The network’s last layer 
generates the intended output, which is regression result, 
classification label, or other type of prediction. Network 
details have been depicted in the Table 1. The integration 
of wavelet transforms into the network layers is the pri-
mary innovation of the CWT-layered CNN architecture. 
This can help the network better catch intricate patterns 
and changes in the data by enabling it to assess signals at 
numerous scales at once.

3.2  Customized CWT‑layer
Customized first layers are essential for optimizing the 
visualization of signals converted with the CWT in the 
CNN architecture with layers. These specialized lay-
ers allow for efficient feature extraction because they are 
designed to deal with the multi-scale properties of CWT-
transformed signals. The architecture can take advantage 
of the special qualities of the CWT by customizing input 
layers for CWT-transformed data. This improves the archi-
tecture’s capacity for analyzing and modeling signals at 
different wavelets. Modifying learnable parameters in pre-
liminary layers allows customization for optimizing effi-
ciency and performance. Overall, the CWT-layered CNN 

architecture’s incorporation of customizable initial layers 
improves its applicability for tasks such as multi-scale rep-
resentations are essential for reliable and precise processing 
in time-series analysis and audio processing. The following 
sections will discuss various wavelets and their mathemati-
cal representations.

3.2.1  Amor wavelet
Integrating the analytic Morlet (Amor) wavelet within 
the CWT-layer of audio scalogram analysis is a viable 
method for deriving significant features from audio data 
in the time-frequency domain [33]. The Amor wavelet is 
a popular choice for capturing the complex dynamics of 
audio sources because of its capacity for localizing both fre-
quency and temporal information. A neural network, like 
CNN, may dynamically train a hierarchical model of audio 
information at various scales and frequencies by incor-
porating the Amor wavelet into its CWT-layer. The net-
work can handle audio scalograms, which give a thorough 
depiction of the time-frequency information of the signal, 
efficiently due to this integration. The network’s ability to 
separate discriminative attributes from audio scalograms 
is improved by the use of the Amor wavelet in the CWT-
layer. This allows the network to identify and categorize 
audio patterns more reliably and accurately. Amor wavelet 
is defined in the frequency domain as

(2)�̂(ω) = 2e(−ω−6)2/2V̂ (ω)

Table 1 Network configuration of CWT-layered CNN model with learnables

Layer indices Type of layer Layer parameters Learnables

1 Sequence Input Layer MinLengh: 4097, Name: Input, Normalization: zscore -

2 Convolution 1D Layer Filter size: 5, Number of filters: 1 Weights: 5 × 1 × 1

Name: stride Bias: 1 × 1

3 CWT-layer Signal length: 1023, IncludeLowPass: True, Wavelet: 
Amor, Morse, Bump

Weights: 1 × 1 × 8921

Maxpooling2D Layer Pooling window size: 5 × 10 -

4 Convolution 2D layer Filter size: 5 × 10; Number of filters: 5 Weights: 5 × 10 × 1 × 5, Bias: 1 × 1 × 5

BatchNormalization - Offset: 1 × 5, Scale: 1 × 5

ReLu Layer - -

Maxpooling2D Layer Pooling window size: 5 × 10 -

5 Convolution 2D Layer Filter size: 5 × 10; Number of filters: 10 Weights: 5 × 10 × 5 × 10, Bias: 1 × 1 × 10

BatchNormalization - Offset: 1 × 10, Scale: 1 × 10

ReLu Layer - -

Maxpooling2d Layer Pooling window size: 5 × 10 -

- Flatten Layer - -

- GlobalAveragePooling1d Layer - -

- Dropout Layer Rate: 50% -

- Fully Connected Layer Size: No. of output classes -

- SoftMax Layer - -
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where the V̂ (ω) is the unit step in frequency. As a result, 
the wavelet can only be analytic. For the time being, 
ignoring the unit step portion of the inverse Fourier 
transformation, the equation will be as follows,

This provides the fundamental basis for Amor. Natu-
rally, to maintain technical accuracy, we have an inverse 
Fourier transform of the unit step convolution with the 
time domain wavelet given above. This is how the equa-
tion will be obtained:

Equations 2 and 3 show that the Amor wavelet is suit-
able for the real and imaginary valued signals. This means 
the Amor wavelet in the CWT-layer of the CNN model 
can help improve audio processing. This enhances the 
model’s ability to analyze audio scalograms and recognize 
important characteristics.

3.2.2  Morse wavelet
Using Morse wavelets in conjunction with CWT for 
audio scalogram analysis effectively captures complex 
frequency-time representations [33]. CWT can effec-
tively interpret audio scalograms and visual represen-
tations of audio data in the time-frequency domain by 
utilizing Morse wavelets. These wavelets offer a versatile 
framework for evaluating signals over a range of scales 
and frequencies. Morse wavelets are an excellent choice 
for tasks like audio categorization and audio event iden-
tification. They are versatile in capturing both local and 
global properties in audio signals. When paired with 
CNNs, Morse wavelets improve the network’s capacity 
to gather unique characteristics from audio scalograms. 
CNNs are highly skilled at learning hierarchical models 
from input data. This integration allows CNNs to auto-
matically identify and learn intricate patterns from audio 
data. As a result, their performance on tasks requiring 
in-depth time-frequency analysis, such as voice recogni-
tion, music genre classification, and environmental sound 
categorization, is enhanced. All things considered, using 
Morse wavelets in CNN architectures to analyze audio 
scalograms improves the network’s capacity to efficiently 
handle audio data and derive significant features for a 
range of audio-related applications.

A set of precisely analytic wavelets is called Morse 
wavelets. Complex-valued wavelets with support for Fou-
rier transform only on their positive real axis are known 
as analytical wavelets. They can be used to analyze signals 

�̂(ω) = 2e(−ω−6)2/2
is

√

2

π
e−t2/2ei6t

(3)�̂(ω) =
√

2

π
e−t2/2ei6t ∗ i

2t�

that have both frequency and amplitude variations over 
time, known as modulated signals. They are helpful in the 
analysis of localized discontinuities as well.

The generalized Morse wavelet’s Fourier transform is

where V (ω) is the unit step, Xa,b is a normalizing con-
stant, a2 is the time-bandwidth product, and b charac-
terizes the symmetry of the Morse wavelet. Much of 
the literature about Morse wavelets uses δ , which can be 
viewed as a decay or compactness parameter, rather than 
the time-bandwidth product a2 = bδ . The equation for 
the Morse wavelet in the Fourier domain parameterized 
by δ and b is given as

Analytic wavelets with distinct characteristics and 
behaviors can be created by varying the time-bandwidth 
combination and symmetry components of a Morse 
wavelet. One advantage of Morse wavelets is that they 
may be generalized to create several commonly used ana-
lytic wavelets. Morse wavelet supports real-valued signals 
but shares the same properties with the Amor wavelet, 
making Morse as second considerable wavelet.

3.2.3  Bump wavelet
To analyze audio scalograms, the Bump wavelet can be 
modified for usage within the CWT-layer. The Bump is 
a useful wavelet for capturing localized information in 
signals because of its smoothness attributes and com-
pact support [34]. The Bump wavelets can be used in the 
convolutional layer of the neural network to assess audio 
scalograms by combining them with an input signal at 
various scales. Through this procedure, the network can 
extract pertinent information from the scalograms for 
tasks like audio categorization and speech recognition. 
The network can efficiently capture specific features 
within the time-frequency domains of audio signals by 
utilizing a Bump wavelet in the CWT-layer. This allows 
for reliable and accurate analysis of audio data. This 
method can be especially helpful for situations requir-
ing in-depth time-frequency analysis, such as pinpointing 
individual sound occurrences or spotting irregularities in 
audio files.

Consider h = 1− (kω−η)2

�2  , k and ω are scaling and fre-
quency parameter, whereas � is a positive constant. 
I[ η−θ

k
,
η+θ
k

] is the indicator function on the interval 

(4)ψa,b(ω) = V (ω)a,bω
a2

b e−ωb

(5)ψδ,b(ω) = V (ω)Xa,bω
δ
b e−ωb

(6)ϕ(kω) = e

(

1− 1
h

)

.I[ η−θ
k

,
η+θ
k

]
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[ η−θ
k

,
η+θ
k

] . The indicator function is 1 on the interval and 
zero elsewhere. The term 1− 1

h
 in the exponent controls 

the smoothness of the transition from zero to non-zero 
and back to zero.

The equation defines a function called ϕ which is 
related to Bump wavelets. Bump wavelets are a type of 
wavelet function that smoothly transitions from zero to 
a non-zero value and then back to zero. The parameter η 
controls the center of the Bump and θ controls the spread 
of the Bump.

3.3  CNN layers
In the CWT-based approach, the CNN layers are crucial 
for feature extraction from the first few layers [35]. In this 
model, it is essential to extract hierarchical characteris-
tics from the input signals that the CWT layer has pro-
cessed. The output wavelet coefficients from the CWT 
layers, which convert the raw waveform into a multi-scale 
model that captures frequency information, are often 
passed into the layers of a CNN for additional analysis.

Convolutional, pooling, and activation techniques 
make up the CNN layers, which use the coefficients of 
wavelets to extract features. Convolutional filters cap-
ture spatial correlations and patterns at various scales 
by convolving over the modified signals [36]. The feature 
maps are then down-sampled by pooling layers, which 
lowers computational complexity while keeping crucial 
data. Moreover, the network may learn intricate mapping 
between the input data and their related characteristics 
because of the non-linearity that activation functions 
introduce. The flow diagram in Fig.  1 illustrates various 
layers used in this methodology.

To prevent overfitting, a dropout layer is added to the 
network. Dropout randomly eliminates a portion of neu-
rons throughout each training cycle, pushing the network 
to develop stronger and more comprehensive representa-
tions. By using this regularization strategy, the network is 
kept from becoming overly dependent on any one feature 
and is encouraged to explore a variety of network routes.

At last, a fully connected layer is connected to the out-
put of the dropout layer. This layer creates connections 
between every neuron and the layers that come after it, 
allowing complete information to spread throughout the 
network. See Table 1 for additional details regarding the 
network design.

3.4  Classification layer
The final predictions are determined by the classifica-
tion layers of the CNN model, which is based on CWT. 
A softmax layer processes the fully connected layer’s out-
put and determines the probability for each class. This 
guarantees that the expected probability sum equals one. 
The network additionally employs a classification layer to 

determine the classes present in the dataset. This layer 
uses the probability and learned representations from the 
preceding levels to assist the network in accurately labe-
ling input samples (Fig. 2).

4  Experimental results
The analysis of a computerized network that uses raw 
speech information from two different datasets, TORGO 
and UA-Speech, to identify and score dysarthria is pre-
sented in this section. The system’s goal in this experi-
ment was to categorize dysarthric speech from speech 
that was in healthy management, thereby differentiating 
between two binary classes.

The CNN with CWT-layer was used by the system. In 
particular, three variants of the CNN layer were assessed 
and trained to detect dysarthria. The TORGO and UA-
Speech datasets were split into sets for training (80%) 
and test sets (20%) to conduct the evaluation. The new 
or unknown speech signals were then classified as dysar-
thric or healthy management using the trained variations 
of the CWT-layered CNN. The evaluation parameter 
used to evaluate the classifier’s performance was overall 
accuracy.

4.1  Investigating variations of the CWT‑layered CNN 
model

The work aims to analyze raw waveform data for ADD 
and ADSLA with various CWT-layered CNN model 
modifications. Time-frequency representations for both 
dysarthric and healthy speakers are shown in Fig.  3. 
In addition, the CNN’s first layer’s wavelets and time-
frequency representation scalograms were taken out 
for comparison. By highlighting the variations between 
high-level dysarthria and healthy control speech, these 
differences enable a graphical representation in the time-
frequency domain. It was observed that a healthy subject 
spoke the word “Delete” in just 1.8 s, displaying a broad 
range of frequency components typical of natural speech. 
In contrast, the high-level dysarthria subject required 
almost 4.5 s, with the speech signal exhibiting significant 
energy at lower frequencies. The scalograms reveal that 
healthy speech exhibits more consistent and continu-
ous frequency content over time, reflecting regular and 
stable speech patterns. In contrast, dysarthric speech 
shows more localized and less stable frequency content, 
indicating irregularities and disruptions in speech pro-
duction. The CWT layer is highly effective in analyz-
ing signals jointly in both time and frequency domains, 
allowing for a detailed examination of speech patterns 
and the identification of transient features. CWT’s profi-
ciency in localizing transients further enhances its utility 
in distinguishing between the stable frequency content 
of healthy speech and the disrupted patterns observed in 
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dysarthric speech. This analysis was conducted using all 
the wavelets. Bump wavelets, due to their design, usually 
have higher frequency components compared to other 
wavelets. This is because Bump wavelets are intended 
to be extremely localized in terms of both time and fre-
quency, and achieving this requires a greater frequency 
concentration.

However, the Amor and Morse wavelets are both 
designed with real and imaginary components. This fea-
ture makes them effective in analyzing signals across 
different domains [33]. The real components of these 
wavelets capture amplitude variations, while the imagi-
nary components convey phase information. This pro-
vides a comprehensive time-frequency representation of 
the signal. Unlike the STFT, which uses a fixed window 
size limiting its resolution, wavelets in the CWT adapt 
in scale. This adaptation allows for superior analysis of 

non-stationary signals with varying frequency content 
over time. The two-component structure of the Amor 
and Morse wavelets allows for breaking down signals into 
their parts and providing information about both tempo-
ral and spectral properties at the same time. By utilizing 
the capacity of these wavelets to capture both phase and 
amplitude dynamics, we can more accurately and deeply 
perform complex signal processing tasks such as time-
frequency analysis, feature extraction, and denoising. The 
scalograms of Amor and Morse wavelets shown in Fig. 3 
have almost similar characteristics which imply that both 
the wavelets show similar behavior for speech processing.

On the other hand, the Bump wavelet is specifically 
designed to represent real-valued signals and func-
tions. The wavelet is naturally suited for this purpose 
due to its fast decay and compact support. Unlike 
several wavelets that combine real and imaginary 

Fig. 2 Performance curves of CWT-layered CNN architecture with various wavelets for ADD and ADSLA tasks, measured in terms of frame-level 
accuracy (%)
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components, the Bump wavelet functions exclusively 
in the real domain [34]. This restriction is warranted 
by the wavelet’s main purpose, which is to analyze 
and dissect real-world signals that usually only display 
real-valued characteristics. The Bump wavelet ensures 
effective and accurate signal representation by limit-
ing itself to the real components and avoiding needless 
complexity. This eliminates the need to take imaginary 
components into account. Moreover, this real-only 
characteristic fits well with a wide range of real-world 
signal analysis applications, where the focus is fre-
quently on deriving insights and significant character-
istics from real-valued data.

4.2  Dataset
Two datasets are included in ADD and ADSLA. A 
comprehensive analysis of the performance of the sug-
gested methods is made possible by the presence of 
both moderate as well as large datasets. Larger data-
sets are very beneficial to neural networks because, 
as data-hungry models, they enable the acquisition 
of a greater variety of patterns and variances found 
in speech data. As a result, neural networks that have 

been trained on larger datasets perform better and can 
more successfully adapt to new data.

4.2.1  TORGO
A well-liked dataset for researching dysarthria, a speech 
disability that impairs articulation, is the TORGO data-
base [37]. It includes measures of speech motions in great 
detail as well as audio recordings of both dysarthria suf-
ferers and a group of controls of healthy people. Table 2 
lists the database’s data sources: eight dysarthric speak-
ers and seven healthy control speakers, all of whom are 
between the ages of sixteen and fifty.

4.2.2  UA‑Speech
Thirteen healthy control speakers and fifteen dysarthric 
speakers with cerebral palsy have recordings in the UA-
Speech dataset [38]. The collection contains 455 distinct 
terms, including frequent and uncommon keywords, 
computer commands, and international radio alpha-
bets and numerals. To make sure that each speaker had 
been covered in every category, three-word blocks were 
recorded. Each speaker recorded a total of 765 dis-
tinct words. The dataset includes speech intelligence 

Fig. 3 Examining CNN variants with CWT layers to distinguish between a high-level dysarthria and b healthy control speech on the word “Delete” 
for UA-Speech dataset
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assessments for each dysarthric speaker provided by five 
impartial listeners. These results provide an unbiased 
evaluation of the speaker’s comprehensibility.

4.3  Automatic dysarthria detection
For ADD, we applied a binary classification technique to 
differentiate between dysarthria and healthy speech sam-
ples. In ADD, it has been observed that the UA-Speech 
dataset presents better results as compared to TORGO. 
Initially, using the UA-Speech dataset the CNN’s first 
layer is replaced with the CWT-layer with the Bump 
wavelet, resulting in an accuracy of 88.98%. Subsequently, 
by using the Morse wavelet, it has been observed that 
the model achieved an accuracy of 92.72%, which is con-
siderable. The model accuracy is further improved to 
97.00% using the Amor wavelet. In comparison, for the 
TORGO dataset, the Bump wavelet exhibited an accu-
racy of 85.42%, which is increased to 87.69% by using the 
Morse wavelet. To further improve the accuracy of the 
model, we have used the Amor wavelet, which achieved 

the highest accuracy of 88.50%. The higher amount of 
data in UA-Speech has led to an increased accuracy in 
ADD. After analyzing the performance disparities among 
the wavelet transforms, we found that the characteristics 
of the Amor wavelet, such as its ability to capture both 
temporal and spectral information effectively, contrib-
uted significantly to its superior performance for both 
datasets. Additionally, the Amor wavelet’s flexibility and 
adaptability in representing complex speech signals likely 
played a pivotal role in enhancing the accuracy of dys-
arthria detection. The Amor wavelet and Morse wavelet 
make it easier to differentiate between dysarthria and 
healthy speech signals and enhance the way lower-inten-
sity frequency components are represented.

Upon analyzing the confusion matrix presented in 
Fig.  4a and c, we found that 23 dysarthria classes were 
incorrectly identified as healthy patients, and 23 classes 
of healthy were identified as dysarthria within the 
TORGO dataset. Despite this, because of the UA-Speech 
dataset’s larger size, even the cases in which 522 healthy 

Table 2 Details of TORGO and UA-Speech datasets in ADD and ADSLA tasks

Dataset Specifications of dataset ADD ADSLA

Dysarthria Healthy control Very low Low Moderate High

TORGO Number of speakers 8 7 3 2 3 -

Gender distribution 3Female 3Female 2Female 1Female 3Male -

5Male 4Male 1Male 1Male

Speaker identities F1,F3,F4, FC1,FC3,FC4, F3,F4,M3 F1,M5 M1,M2,M4 -

M1,M2,M3, MC1,MC2,MC3,

M4,M5 MC4

No. of raw audio files 1000 1000 1050 403 547 -

UA-Speech Number of speakers 15 13 5 3 3 4

Gender distribution 4Female 4Female 1Female 1Female 1Female 1Female

11Male 9Male 4Male 2Male 2Male 3Male

Speaker identities F2,F3,F4, CF2,CF3,CF4, F5,M8,M9, F4,M5, F2,M7, F3,M1,

F5,M1,M4, CF5,CM1,CM4, M10,M14 M11 M16 M4,M12

M5,M7,M8, CM5,CM7,CM8,

M9,M10,M11, CM9,CM10,CM12

M12,M14,M16 CM13

No. of raw audio files 73950 64260 26775 15300 15300 16575

Table 3 Performance assessment of CWT-layered CNN models using the UA-Speech and TORGO datasets in terms of accuracy (%)

Model Wavelets TORGO UA‑Speech

ADD ADSLA ADD ADSLA

(binary class) (multi‑class) (binary‑class) (multi‑class)

CWT-layered CNN Amor 88.50 91.80 97.00 93.70

Morse 87.69 89.7 92.72 92.77

Bump 85.42 88.4 88.98 87.43



Page 10 of 14Sajiha et al. EURASIP Journal on Audio, Speech, and Music Processing         (2024) 2024:33 

patients were improperly categorized as dysarthria and 
317 dysarthria subjects incorrectly identified as healthy 
did not considerably impair the model’s overall accuracy. 
Consequently, with the Amor wavelet, the ultimate accu-
racy reached 97.00%, as shown in Table  3. Additionally, 
Fig. 5 illustrates the effectiveness of using Amor wavelet 
in improving ADD performance.

4.4  Automatic dysarthria severity level assessment
ADSLA plays a critical role in diagnosing and monitoring 
speech disorders, with accurate and reliable assessments 
being essential for effective treatment planning and inter-
vention strategies. The UA-Speech dataset has four differ-
ent classes: very low, low, moderate, and high as shown in 
Table  2. Using the UA-Speech dataset ADSLA achieved 

Fig. 4 Confusion-matrices of ADD and ADSLA for Amor wavelet-based CWT-layered CNN architecture
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the highest accuracy of 93.70% for the Amor wavelet, 
92.77% for the Morse wavelet, and 87.43% for the Bump 
wavelet. The performance validation curve of ADSLA 
for the UA-Speech dataset has been depicted in Fig. 2d. 
Another experiment of ADSLA on the TORGO dataset 
has three different classes: very low, low, and moderate. 
To improve accuracy, we performed data augmenta-
tion, increasing the data size from 1000 files to 2000 files 
in dysarthria speech. Details of speaker identities and 

number of raw audio files are shown in Table 2. For the 
TORGO dataset, the Amor wavelet achieved the high-
est accuracy of 91.8%, followed by the Morse wavelet 
at 89.7%, and the Bump wavelet at 88.4% which can be 
referred to in Table  3. The performance curves of the 
ADSLA using the TORGO dataset can be referred to in 
Fig. 2b, and the confusion matrix as shown in Fig. 4b rep-
resents the mapping between output and target classes. 
This finding underscores the effectiveness of the Amor 

Fig. 5 Performance analysis of the different wavelets of CWT-layered CNN model for TORGO and UA-Speech datasets

Table 4 Performance comparison of the suggested model with earlier methods using the TORGO dataset

Year/author Dataset used Feature extraction Model used Performance

2019 [9] Millet and Zeghidour TORGO Raw waveform LSTM and attention Highest accuracy: 75.63%

2020 [22] Hernandez et al. TORGO Rhythm metrics RF and SVM RF: 81.50%, SVM: 82.30%

2023 [6] Yue et al. TORGO Raw magnitude Cascade convolution Dysarthria detection: 88.00%

Dysarthria severity: 86.00%

2024 [23] Radha et al. TORGO Raw waveform STFT layer Dysarthria detection: 94.62%

Severity level

Assessment: 90.15%

2024 [10] Sajiha et al. TORGO Raw waveform SincNet layer Dysarthria detection: 97.00%

Dysarthria

Speaker identification: 88.00%

Proposed methodology TORGO Raw waveform CWT layer (Amor) ADD: 88.50%

ADSLA: 91.80%
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wavelet in accurately assessing dysarthria severity lev-
els in both datasets. The superior performance of the 
Amor wavelet can be attributed to its ability to capture 
both temporal and spectral features efficiently, thereby 
enabling more comprehensive representations of speech 
signals.

To understand why the Amor wavelet performed bet-
ter than the Morse and Bump wavelets, it is important 
to consider the unique properties of each wavelet trans-
form. The Amor wavelet is known for its adaptability and 
flexibility in representing complex signals, allowing it to 
capture the intricate temporal and spectral variations in 
dysarthric speech. On the other hand, while the Morse 
and Bump wavelets have their strengths, such as their 
ability to localize features in the time-frequency domain, 
they may not be as effective as the Amor wavelet in cap-
turing the nuanced characteristics of dysarthric speech.

4.5  Comparative analysis
The prior method concentrates on pertinent segments 
of the input sequence employing filterbanks and LSTM 
attention mechanisms to capture significant speech ele-
ments [9]. Other models, including ADD and ADSLA, 
are classic machine learning methods, like RF and SVM, 
that are employed for classification problems [22]. When 
processing voice data, CNNs and GRUs each handle dif-
ferent tasks: CNNs record local patterns, GRUs represent 
sequential dependencies [39], and cascade convolution 
models frequently combine multiple convolutional layers.

The suggested method uses the CWT-layered deep 
learning model with raw waveform and a variety of wave-
lets, including Amor, Morse, and Bump. However, despite 
slightly lower performance metrics, the CWT’s detailed 
signal analysis offers potential for broader applications 
and deeper insights, enhancing the accuracy and robust-
ness of speech analysis models. Unlike the STFT, which 

uses a fixed window size, the CWT adapts to different fre-
quencies, effectively capturing transient and non-station-
ary features in dysarthric speech. Results show that with 
the Amor wavelet on the UA-Speech dataset, the CWT 
achieved accuracy rates of 97.00% for ADD and 93.70% for 
ADSLA, and on the TORGO dataset, 88.50% for ADD and 
91.80% for ADSLA. Using the Amor wavelet, the CWT 
achieved comparable accuracy rates on the UA-Speech 
and TORGO datasets, demonstrating its equivalence to 
existing techniques. CWT’s nuanced view of signals is 
crucial for developing robust dysarthria diagnosis models. 
Additional details regarding the existing methods can be 
found in Table 4 for TORGO and Table 5 for UA-Speech, 
along with a comparison of the proposed method.

5  Conclusion
The proposed CWT layered CNN model showed that 
the Amor wavelet performed consistently better than 
the other wavelets in both the ADD and ADSLA. This 
result demonstrated the resilience and generalizability of 
the Amor wavelet in this field and remained consistent 
for both the TORGO and UA-Speech datasets. The sig-
nificance of this outcome lies in its implications for real-
world applications. This holds promise for enhancing 
diagnostic processes, facilitating early intervention, and 
ultimately improving the quality of life for individuals 
affected by dysarthria. The findings of this paper contrib-
ute to the advancement of ADD and ADSLA, shedding 
light on the pivotal role of wavelet selection in enhanc-
ing model performance. By embracing the Amor wavelet 
within the CWT-layered CNN architecture, we pave the 
way for more accurate, efficient, and reliable diagnostic 
tools for dysarthria evaluation, thus offering enhanced 
benefits to both clinicians and individuals impacted by 
this speech disorder.

Table 5 Performance comparison of the suggested model with earlier methods using the UA-Speech dataset

Year/author Dataset used Feature extraction Model used Performance

2021 [24] Narendra and Alku UA-Speech Raw glottal CNN and MLP Dysarthria detection: 87.93%

Flow waveforms

2021 [25] Kachhi et al. UA-Speech CWT scalograms CNN Severity level

Assessment: 95.17%

2023 [26] Joshy and Rajan UA-Speech Mel-spectrograms SE CNN Dysarthria detection: 87.93%

2024 [23] Radha et al. UA-Speech Raw waveforms STFT layer Dysarthria detection: 99.89%

Severity level

Assessment: 94.67%

Proposed methodology UA-Speech Raw waveforms CWT layer (Amor) ADD: 97.00%

ADSLA:93.70%
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