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Abstract 

Speech feature model is the basis of speech and noise separation, speech expression, and different styles of speech 
conversion. With the development of signal processing methods, the feature types and dimensions increase. There-
fore, it is difficult to select appropriate features. If a single feature is used, the representation of the speech signal will 
be incomplete. If multiple features are used, there will be redundancy between features, which will affect the perfor-
mance of speech separation. The feature described above is a combination of parameters to characterize speech. A 
single feature means that the combination has only one parameter. In this paper, the feature selection method is used 
to select and combine eight widely used speech features and parameters. The Deep Neural Network (DNN) is used 
to evaluate and analyze the speech separation effect of different feature groups. The comparison results show that 
the speech segregation effect of the complementary feature group is better. The effectiveness of the complementary 
feature group to improve the performance of DNN speech separation is verified.

Keywords  Feature selection, Group lasso, Deep Neural Network (DNN), Monaural speech segregation, 
Complementary feature group

1  Introduction
With the continuous development of artificial intelli-
gence, increasing feature models are emerging to describe 
speech more accurately [1]. In the data era, the number 
of features and parameters is growing rapidly. Therefore, 
it is necessary to select the feature parameter for mod-
els based on statistical characteristics. The main way is to 
retain the features that contribute a lot to the represen-
tation model and delete redundant or irrelevant features. 
This method effectively reduces the feature parameter set 
of the model, thereby improving the performance of the 
model [2]. Therefore, feature selection is often used in the 
preprocessing of classification or other systems.

In the 1970s, Hoer proposed a biased estimation 
method of ridge regression by adding L2 regularization 

to the residual sum of squares (RSS) based on the defect 
of the least RSS method [3]. But this method does not 
realize the feature selection. In 1996, Tibshirani pro-
posed Least Absolute Shrinkage and Selection Operator 
(LASSO), which is realized by adding L1 regularization 
to RSS. This method not only can select the best subset 
but also was the stability in ridge regression [4]. How-
ever, the Lasso method did not get attention and devel-
opment until 2005 when the emergence of least angle 
regression (LARS) broke this situation [5]. In 2005, 
Zou proposed a new feature selection method based on 
regularization, that is, elastic net [6]. This method pro-
moted the formation of group effects between features 
often retained or abandoned together with high corre-
lation. When the input feature exists in the form of a 
group, the previous methods cannot achieve the selec-
tion well. Therefore, in 2006, Yuan and others proposed 
group lasso by extending the regularization of previous 
methods. This method realized feature selection from 
the perspective of the group. But it only works when 
the design matrix is orthogonal [7]. In 2010, Friedman 
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combined lasso with group lasso to solve the limitation 
of group lasso and proposed the sparse group lasso. This 
method gives a new way to solve the convex problem 
of lasso’s algorithm. Moreover, it can be used to solve 
the problem when the design matrix is not orthogonal 
[8]. The feature selection method was applied to the 
speech field in 2013. Wang and others selected speech 
features and parameters based on group lasso. Finally, 
the optimal complimentary feature combination of 
amplitude modulation spectrogram (AMS) + Mel-fre-
quency cepstral coefficient (MFCC) + relative spectral 
transform perceptual linear prediction (RASTA-PLP) 
was obtained [9]. In 2016, Wang proposed a Bark wave-
let packet transform feature extraction algorithm based 
on Fisher’s ratio to select feature parameters, which 
solved the problem of low recognition rate of MFCC 
feature parameters in noisy environments [10]. In the 
same year, some related scholars conducted research 
on two-dimensional feature representation and extrac-
tion. Wan and others proposed a feature recognition 
method based on block two-dimensional MMC, which 
can accurately identify and extract features through the 
overall fusion of the features extracted from each sub-
block [11]. Yan proposed a new two-dimensional image 
feature extraction algorithm based on the Bayesian 
shape model algorithm. The experimental results show 
that the algorithm has greatly improved the accuracy 
of feature recognition [12]. In 2017, Zhao and others 
proposed a voice hybrid feature extraction and feature 
enhancement method based on the multi-layer Fisher 
(Multi-Fisher) criterion, which has achieved accurate 
recognition of the voice commands of specific doctors. 
Compared with the traditional Mel-frequency ceps-
tral coefficient (MFCC) feature parameters, the fea-
ture parameters filtered by the Multi-Fisher criterion 
increase the accuracy from 86.1 to 94.2% [13]. In 2022, 
Liu proposed an enhanced feature fusion method based 
on correlation and deep learning to generate high-
dimensional features, and use the Pearson correlation 
coefficient to select the optimal feature combination. 
The results show that the overall feature selection accu-
racy can reach 99.84% [14]. In 2022, Chen proposed a 
dynamic correlation-based feature selection (DRFS) 
algorithm. The algorithm uses conditional mutual 
information to measure the conditional correlation of 
selected features and categories. Compared with exist-
ing algorithms, the proposed algorithm can effectively 
improve the classification accuracy of feature selection 
[15]. However, with the emergence of new speech fea-
ture models, especially the multi-resolution cochlea-
gram (MRCG) method, it is necessary to analyze and 
evaluate the feature combination. Then a more reason-
able feature combination can be selected.

This paper will select the speech features and param-
eters based on the group lasso method. The separation 
effect of eight different speech feature groups is veri-
fied to obtain the feature group with the best separa-
tion effect. Firstly, eight widely used speech features and 
parameters are selected and combined. Then, the speech 
separation effect of different feature groups is evaluated 
and analyzed by DNN. Finally, the feature group with the 
best speech separation effect is determined by comparing 
them with each other. The experimental results show that 
the speech effect of the complementary feature group is 
better. The research results of this paper provide a cer-
tain reference for solving the feature extraction problem 
of speech signals in engineering applications.

2 � Group lasso method
In recent years, more and more speech feature mod-
els have been discovered, such as MFCC, MRCG, etc. 
This section will combine features based on the above 
parameters to better describe speech. In speech separa-
tion applications, feature selection is to select the feature 
that can best express a target from multiple features. It 
not only reduces the number of features of the descrip-
tion object but also reduces the redundancy between 
different features to a certain extent. It achieves the best 
expression of the description object with the least fea-
tures in the most effective way. Effective feature selection 
can not only effectively reduce the dimension of features 
and parameters, but also improve the expression of the 
model and the performance of the system. Group lasso 
takes the feature group of a feature as a single variable. In 
feature selection, if the regression coefficient of the vari-
able is large, the whole group of features will be retained. 
On the contrary, if the regression coefficient correspond-
ing to the variable is small, the whole group of features 
will be eliminated. Thus, the sparsity between different 
feature groups is realized, while the sparsity is not con-
sidered in the feature group. The definition of group lasso 
is as follows:

where [K ] is the kernel matrix, for vector 
⇀
η ∈ Rd and 

when d ≥ 1 , [K ] is defined as follows:

where the dimension of [K ] isd × d , and [K ] is a sym-
metric positive definite matrix. Generally, in order to 
simplify the calculation, we usually take Kj = Ipj , where 
j = 1, ..., J  . It is obvious when p1 = ... = pJ = 1 , group 
lasso is simplified to the lasso method [16].

(1)βGLasso = argmin �Y − Xβ�2 + �

J

j=1

βj Kj

(2)�η�K=
√

(ηTKη)
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3 � DNN
DNN is essentially an extension of the perceptron. Its 
basic structure is shown in Fig. 1.

The figure shows a DNN structure with 2 hidden lay-
ers. The two outermost layers in the DNN are called 
input and output layers, and the rest are hidden layers. 
Circle symbols represent neurons. There is a connection 
between every neuron in the previous layer and every 
neuron in the next layer. As the number of hidden layers 
and neurons increases, the structure of DNN becomes 
more complex. Assuming there are minput variables, the 
input–output relationship is:

where x is the input layer. y is the output layer. σ(•) is the 
activation function. ω is the weight value. b is the offset 
value.

The training and learning process of DNN mainly 
realizes the initialization of weight W  and bias b 
through forward propagation. Then, the initialized 
weight W  and bias b are modified and iteratively cal-
culated by back propagation. When the changes of the 
weight W  and the bias b are less than the set threshold, 
the iteration is stopped, and the trained DNN can be 
obtained [17].

4 � Feature extraction
The extraction of speech feature parameters is crucial 
for expressing the processing of speech signals as super-
vised learning based on machine learning. Good features 
can greatly improve the performance of speech signal 

(3)y = σ(z) = σ

(
m∑

i

ω∗
i xi + b

)

processing. This section mainly uses the newly proposed 
MRCG feature and eight feature parameters such as 
AMS, RASTA-PLP and MFCC in the widely used opti-
mal complementary feature group for the subsequent 
group lasso-based feature selection process. The feature 
parameter results extracted below are all from the same 
audio data in TIMIT [18].

(1) AMS

Step 1: Full-wave rectification is carried out for each 
frequency channel to obtain envelope features, and 
quarter sampling is carried out.

Step 2: Framing and windowing are carried out. 
Then fast Fourier transform (FFT) is performed.

Step 3: In each frequency band, the FFT ampli-
tude is multiplied by 15 triangular windows equally 
divided in the range of 15.6–40  Hz, and the AMS 
characteristic parameter can be obtained by sum-
mation [19].

(2) MFCC

Step 1: Pre-emphasis, framing, and windowing are 
performed.

Step 2: A short-time Fourier transform is per-
formed.

Step 3: The Mel triangular filter bank is used to fil-
ter, which is transferred from the frequency domain 
to the Mel domain. It can smooth the spectrum, 
eliminate harmonics, and so on. The MFCC can be 
obtained.

Fig. 1  DNN basic structure diagram
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(3) RASTA-PLP

Step 1: For each time frame, the critical frequency 
band power spectrum is calculated as the same 
as PLP. The short-term energy spectrum of the 
speech signal is converted to the bark spectrum 
which conforms to the characteristics of human 
hearing.

Step 2: The power spectrum amplitude of static 
compression nonlinear conversion is a logarithm 
operation.
Step 3: The logarithmic spectral components 
in each frequency band are filtered by using an 
equivalent band-pass RASTA filter.
Step 4: To suppress the constant and slow-
changing parts of the frequency band, the filtered 
speech representation is transformed by extend-
ing the static nonlinear transformation. That is, 
the inverse logarithm operation is performed on 
it.
Step 5: In simultaneous interpreting the traditional 
PLP, it is used to simulate the sensitivity of the 
human ear to different frequencies by multiplying 
the equal-loudness curve. And then the 0.33 power 
is obtained to compress the loudness amplitude.

Step 6: Continue the remaining steps such as dis-
crete Fourier transform, obtaining all pole models, 
and other operations [20].

(4) Gammatone coefficient (GC)

Step 1: The signal is filtered by gammatone filter 
banks.

Step 2: The output of each filter is resampled at a 
sampling frequency of 100 Hz.

Step 3: The gammatone frequency (GF) parameter is 
obtained by suppressing the amplitude through the 
cube root.

(5) Gammatone frequency cepstral coefficient 
(GFCC)

Step 1: The previous steps are the same as the GF 
extraction method.
Step 2: The amplitude suppression results are pro-
cessed by discrete cosine transform to get the GFCC 
parameter [21].

(6) Linear prediction coefficient (LPC)
The differential operation is performed on the 
framed and windowed signal, and then the cor-
responding filter coefficients are obtained accord-

ing to the minimum mean square error criterion, 
which is the LPC parameter.

(7) Linear prediction cepstral coefficient (LPCC)
Similar with the LPC extraction process, the LPCC 
can be obtained by converting the LPC results into 
the cepstrum domain.

(8) MRCG​

Step 1: The signal cochleagram CG1 is extracted, 
and the logarithm operation is performed on CG1, 
in which the frame length is 20 ms and frameshift is 
10 ms.

Step 2: The operation is similar to the first step in 
extracting the signal of cochleagram CG2. The dif-
ference is that the frame length is 200 ms and the 
frameshift is 10 ms.
Step 3: CG3 is obtained by smoothing CG1 
through a window with 11-time frames and fre-
quency channels centered on a given timing and 
frequency unit.
Step 4: The CG4 calculation method is similar to 
the previous step, except that the size of the square 
window is 23.
Step 5: Connect CG1 to CG4 to get MRCG [22].

MRCG parameter is obtained from four cochlea-
grams processed in different ways. The high-resolu-
tion cochleagram can highlight the local information 
of the signal, while the low-resolution cochleagram 
can capture more extensive spectrum and time 
background information. Figure  2 shows the spec-
trogram and the corresponding eight speech feature 
parameter maps of the same speech signal.

5 � Experimental results and analysis
5.1 � Experimental data and setup
The speech database and noise database used in this 
paper are from the DARPA TIMIT Acoustic–Phonetic 
Continuous Speech Corpus (TIMIT) [18] and NOI-
SEX-92 [23], respectively. The TIMIT corpus was built 
for the acquisition of acoustic speech knowledge (model 
training) and the evaluation of automatic speech rec-
ognition systems (ASR). A total of 6300 pure audios 
are included in TIMIT. They are composed of 10 sen-
tences each spoken by 630 speakers from 8 major dialect 
regions in the United States. Each sentence is named by 
the speaker details code and sentence code. It is subdi-
vided into two parts: TRAIN and TEST. NOISEX-92 
is a noise database widely used in speech enhancement 
tasks, which contains 15 types of noise. The mixed signal 
used in the experiment consists of pure speech signal and 
noise signal. The training process randomly selected 600 
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Fig. 2  Different feature maps of a speech signal: a spectrogram, b AMS, c MFCC, d RASTA-PLP, e GF, f GFCC, g LPC, h LPCC, and i MRCG​
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pure speech data from the TIMIT-TRAIN folder, and the 
testing process randomly selected 120 pure speech data 
from the TIMIT-TEST folder. These pure speech sig-
nals are mixed with random noise signal in NOISEX-92 
at randomly signal-to-noise ratio (SNR) selected from 
[− 5, − 4, − 3, − 2, − 1, 0, 1, 2, 3, 4, 5]. Thus, we obtained 
the training set and test set used in our experiments, 
respectively. In our experiments, all selected audio signals 
were resampled to 16 kHz. The number of hidden layers 
of the DNN is 4, and each layer selects 1024 neurons.

5.2 � Analysis of group lasso experimental results
This section performs feature selection on the above 8 
feature parameters based on the Group LASSO method. 
Figure 3 shows the corresponding regression coefficients 
for each parameter. In Fig. 3, the regression coefficients of 
AMS, MFCC, GF, and MRCG are larger than other char-
acteristic parameters. It indicates that these 4 character-
istic parameters have a greater contribution to the model 
than others. Therefore, AMS + MFCC + GF + MRCG is 
selected as the optimal complimentary feature group.

5.3 � Analysis of DNN verification results
Each feature in the complementary feature set can pro-
vide complementary information to better represent the 
speech signal and improve the separation performance 

of the system. This section conducts comparative experi-
ments between a single feature and its different feature 
groups to verify the advantages of complementary fea-
ture groups.

The task of speech separation is to distinguish the 
unit belonging to the target signal from the interference 
unit. Therefore, it is more convenient to use classifica-
tion accuracy to measure the performance of the system. 
Because the classification accuracy treat the unlabeled 
target unit and the labeled target unit equally, HIT, FA, 
and HIT-FA are used to evaluate the performance of the 
system. Where HIT refers to the percentage of accu-
rately classified target signals in the masking matrix to 
the dominant action units. FA refers to the percentage of 
misclassified interference signals in the masking matrix 
to the dominant action units. HIT-FA refers to the dif-
ference between the HIT and FA [24, 25]. Normal cells 
are either marked 1 (speech) or 0 (noise). There are two 
types of wrongly labeled units: one is originally 1 but 
marked as 0; the other is 0 marked as 1. Therefore, clas-
sification accuracy means the percentage of correctly 
labeled units in the total number of labeled units. But 
the two wrong labels cannot be treated the same. The 
above is the reason for adopting HIT-FA in this paper.

Figure  4 shows the statistical results of HIT, FA, and 
HIT-FA in the noise mismatching, and Fig. 5 shows the 
corresponding statistical results in the noise matching 

Fig. 3  Group lasso results



Page 7 of 10Xie et al. EURASIP Journal on Audio, Speech, and Music Processing         (2023) 2023:10 	

condition. Through analysis of Figs.  4 and 5, it is found 
that HIT-FA of all features is minimum in the noise mis-
matching condition because of its higher FA value. How-
ever, under the condition of noise matching, the FA value 
of the single feature parameter is low, and the difference 
mainly comes from the HIT value. It is not difficult to 
find that AMS does not perform well either under the 
condition of noise mismatching or noise matching. AMS 
is not good at labeling the unit containing the target sig-
nal information. MRCG feature is best than the other 
three single feature parameters in all cases.

The AMS + MFCC + GF + MRCG complementary 
feature group obtained in this chapter is compared with 
other feature groups. In the case of noise matching and 

Fig. 4  HIT, FA, and HIT-FA statistical results in the noise mismatching condition

Fig. 5  HIT, FA, and HIT-FA statistical results in the noise matching condition

Table 1  HIT-FA results for feature groups in the noise 
mismatching and matching condition

The bold data represents the optimal value of each feature group under this 
condition

Feature and feature group Mismatching Matching

AMS + GF 65.90% 77.80%

AMS + GF + MRCG​ 77.12% 79.41%

AMS + MFCC 69.65% 76.48%

AMS + MFCC + GF 74.02% 79.20%

AMS + MFCC + GF + MRCG​ 77.57% 79.85%
AMS + MFCC + MRCG​ 77.31% 79.44%

AMS + MRCG​ 76.78% 78.73%

GF + MRCG​ 76.84% 78.87%

MFCC + GF 72.64% 78.25%

MFCC + GF + MRCG​ 77.04% 79.45%

MFCC + MRCG​ 76.71% 79.12%
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mismatching, the corresponding statistical results are 
shown in Table 1.

It can be seen from Table 1 that HIT-FA of all feature 
groups has been significantly improved compared with 
that of the single feature. In comparison with the sin-
gle feature, feature combination can effectively improve 
the classification accuracy of DNN speech separation 
system.

To verify the advantages of complementary feature 
group more comprehensively, single feature and differ-
ent feature groups are trained using ideal binary mask 
(IBM) and ideal ratio mask (IRM) as objectives. Four 
metrics are used to evaluate the effectiveness of the 
AMS + MFCC + GF + MRCG feature set in improv-
ing system performance under different training target 
conditions. These metrics include short-term objec-
tive intelligibility (STOI) [26], perceptual evaluation of 
speech quality (PESQ) [27], signal-to-distortion ratio 
(SDR), and SNR.

Table  2 shows the calculation results in the noise 
mismatching condition when IBM is used as the 
training target. Through the comparison of the lon-
gitudinal data in Table  2, it is not difficult to find that 
AMS has the worst performance in features under 
the four evaluation criteria, and MRCG has the best 
comprehensive performance. In the feature group, 
AMS + MFCC + GF + MRCG performs best in STOI 
and performs better in PESQ, SDR, and SNR. Hence, 
AMS + MFCC + GF + MRCG is the best group in the 
single features and feature groups. Compared with 
AMS, AMS + MFCC + GF + MRCG increased STOI, 
PESQ, SDR, and SNR by 8.6%, 8.1%, 26.7%, and 25.7%, 

respectively. Compared with MRCG, the four evalu-
ation criteria are improved by about 0.7%, 0.2%, 1.4%, 
and 2.4%, respectively.

Table  3 shows the calculation results in the noise 
matching condition when IBM is used as the training 
target. Through the comparison of the longitudinal 
data in Table 3, it is not difficult to find that under the 
four evaluation criteria, AMS is still the worst in fea-
ture, and GF has the best comprehensive performance. 
In the feature group, AMS + MFCC + GF + MRCG has 
the best comprehensive performance. Compared with 
AMS, AMS + MFCC + GF + MRCG increased STOI, 
PESQ, SDR, and SNR by 16.6%, 9.1%, 29.8%, and 28.6%, 
respectively. Compared with GF, STOI, SDR, and SNR 
are increased by 7.4%, 2.0%, and 4.3%, respectively. In 
PESQ, GF was better than the characteristic group.

Table  4 shows the calculation results in the noise 
mismatching condition when IRM is used as the 
training target. In the single feature, AMS is still the 
worst, and MRCG is the best. In the feature group, 
AMS + MFCC + GF + MRCG has the best com-
prehensive performance. Compared with AMS, 
AMS + MFCC + GF + MRCG increased STOI, PESQ, 
SDR, and SNR by 8.7%, 13.4%, 29.0%, and 28.1%, 
respectively. Compared with MRCG, the four evalu-
ation criteria are improved by about 0.8%, 1.3%, 2.0%, 
and 2.7%, respectively.

Table  5 shows the calculation results in the noise 
matching condition when IRM is used as the train-
ing target. In the single feature, AMS is still the 

Table 2  Calculation results in noise mismatching condition 
when IBM is the training target

Bold data represents the optimal value of each feature group for this indicator

Feature and feature group STOI PESQ SDR SNR

AMS 0.7517 2.2208 8.3039 8.2443

AMS + GF 0.8119 2.4371 10.5176 10.2655

AMS + GF + MRCG​ 0.8148 2.4167 10.6053 10.4037

AMS + MFCC 0.8088 2.4427 10.3002 10.0512

AMS + MFCC + GF 0.8132 2.4169 10.5283 10.3024

AMS + MFCC + GF + MRCG​ 0.8166 2.4006 10.5186 10.3628

AMS + MFCC + MRCG​ 0.8149 2.3970 10.6519 10.4322
AMS + MRCG​ 0.8127 2.4184 10.3728 10.2319

GF 0.8076 2.3951 10.2246 9.8945

GF + MRCG​ 0.8108 2.3995 10.4422 10.1793

MFCC 0.8067 2.4295 10.1689 9.7345

MFCC + GF 0.8096 2.4206 10.4220 10.0669

MFCC + GF + MRCG​ 0.8111 2.3881 10.5219 10.2396

MFCC + MRCG​ 0.8108 2.3769 10.6505 10.2960

MRCG​ 0.8110 2.3964 10.3754 10.1218

Table 3  Calculation results in the noise matching condition 
when IBM is the training target

Bold data represents the optimal value of each feature group for this indicator

Feature and feature group STOI PESQ SDR SNR

AMS 0.7527 2.2276 8.4709 8.4105

AMS + GF 0.8202 2.4656 10.8801 10.6167

AMS + GF + MRCG​ 0.8277 2.4594 10.9181 10.7706

AMS + MFCC 0.8208 2.4422 10.5386 10.3851

AMS + MFCC + GF 0.8259 2.4537 10.7574 10.6132

AMS + MFCC + GF + MRCG​ 0.8779 2.4314 10.9985 10.8134
AMS + MFCC + MRCG​ 0.8270 2.4574 10.9764 10.7877

AMS + MRCG​ 0.8250 2.4420 10.8013 10.6818

GF 0.8175 2.4599 10.7795 10.3668

GF + MRCG​ 0.8242 2.4439 10.8542 10.6339

MFCC 0.8170 2.4585 10.4417 10.0997

MFCC + GF 0.8225 2.4759 10.6328 10.2979

MFCC + GF + MRCG​ 0.8265 2.4323 10.8243 10.6493

MFCC + MRCG​ 0.8252 2.4542 10.9840 10.6970

MRCG​ 0.8201 2.4485 10.5185 10.3349
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worst, and MRCG is the best. In the feature group, 
AMS + MFCC + GF + MRCG has the best com-
prehensive performance. Compared with AMS, 
AMS + MFCC + GF + MRCG increased STOI, PESQ, 
SDR, and SNR by 10.2%, 15.8%, 30.8%, and 29.7%, 
respectively. Compared with MRCG, the four evalua-
tion criteria are improved by about 1.2%, 2.0%, 3.0%, 
and 3.1%, respectively.

To summarize, AMS + MFCC + GF + MRCG feature 
group has the best comprehensive performance under 
the evaluation criteria of STOI, PESQ, SDR, and SNR, 
whether under the training objectives of IBM or IRM 
or under the condition of noise matching or mismatch. 
In particular, the SDR criteria increased the most, up 
to 30.8%.

6 � Conclusion
In this paper, eight widely used speech feature parame-
ters AMS, MFCC, RASTA-PLP, GF, GFCC, LPC, LPCC, 
and MRCG are selected and combined based on group 
lasso. The effectiveness of AMS + MFCC + GF + MRCG 
complementary feature group is verified by DNN in the 
noise matching and mismatch condition using differ-
ent training targets of IRM and IBM. The experimental 
results show that AMS + MFCC + GF + MRCG improve 
the accuracy of system classification as well as perform 
well in STOI, PESQ, SDR, and SNR. This paper not only 
verifies the effectiveness of the group lasso method, but 
also improves the accuracy of feature extraction and clas-
sification in engineering applications. According to the 
new speech feature model such as MRCG, the feature 
combination is carried out and good results are obtained. 
It is more representative of the development trend of 
speech than the original model and provides a valuable 
reference for the feature extraction and processing of 
speech signals.
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