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Abstract
Background Navigating the complexity of chronic myeloid leukemia (CML) diagnosis and management poses 
significant challenges, including the need for accurate prediction of disease progression and response to treatment. 
Artificial intelligence (AI) presents a transformative approach that enables the development of sophisticated 
predictive models and personalized treatment strategies that enhance early detection and improve therapeutic 
interventions for better patient outcomes.

Methods An extensive search was conducted to retrieve relevant articles from PubMed, Scopus, and Web of 
Science databases up to April 24, 2023. Data were collected using a standardized extraction form, and the results 
are presented in tables and graphs, showing frequencies and percentages. The authors adhered to the PRISMA-ScR 
checklist to ensure transparent reporting of the study.

Results Of the 176 articles initially identified, 12 were selected for our study after removing duplicates and applying 
the inclusion and exclusion criteria. AI’s primary applications of AI in managing CML included tumor diagnosis/
classification (n = 9, 75%), prediction/prognosis (n = 2, 17%), and treatment (n = 1, 8%). For tumor diagnosis, AI is 
categorized into blood smear image-based (n = 5), clinical parameter-based (n = 2), and gene profiling-based (n = 2) 
approaches. The most commonly employed AI models include Support Vector Machine (SVM) (n = 5), eXtreme 
Gradient Boosting (XGBoost)  (n = 4), and various neural network methods, such as Artificial Neural Network (ANN)  
(n = 3).  Furthermore, Hybrid Convolutional Neural Network with Interactive Autodidactic School (HCNN-IAS) achieved 
100% accuracy and sensitivity in organizing leukemia data types, whereas MayGAN attained 99.8% accuracy and high 
performance in diagnosing CML from blood smear images.

Conclusions AI offers groundbreaking insights and tools for enhancing prediction, prognosis, and personalized 
treatment in chronic myeloid leukemia. Integrated AI systems empower healthcare practitioners with advanced 
analytics, optimizing patient care and improving clinical outcomes in CML management.
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Introduction
Leukemia is a cancer that affects blood cells and ranks 
among the most common and deadly malignancies 
worldwide [1, 2]. It constitutes 4% of all cancers and 
contributes to 4% of cancer-related mortality [3]. In this 
disease, abnormal blood cells proliferate in the bone 
marrow, outnumbering normal cells and leading to life-
threatening infections and, in some cases, premature 
death [4, 5]. Individuals with leukemia often have fewer 
normal red blood cells, causing anemia, which manifests 
as paleness, weakness, and fatigue [6]. Additionally, leu-
kemia can result in low platelet counts, impairing blood 
clotting and causing easy bruising, bleeding from the 
nose and gums, and purplish spots on the skin. Routine 
blood tests, like a complete blood count (CBC), typically 
reveal elevated white blood cell (WBC) counts, decreased 
red blood cells (RBC), and reduced platelets [7, 8].

Leukemia, if left undiagnosed and untreated, inevita-
bly leads to an imbalance where the number of leukemic 
cells exceeds that of normal blood cells, disrupting sys-
temic function. Physicians, crucially, use blood smears 
on microscopic slides to analyze cell morphology for 
diagnosing leukemia. The potential automation of this 
method suggests the use of image-processing techniques. 
In contrast, advanced techniques such as flow cytom-
etry are employed to characterize the phenotype of leu-
kemia and lymphoma cells before and after treatment 
[9, 10], using immunotyping or imaging with molecular 
probes. However, to minimize manual errors and varia-
tions, a robust system for automatic leukemia diagno-
sis is essential [11, 12]. In addition, some hematologists 
use interventional radiology as the primary alternative 
for diagnosing leukemia, employing techniques such as 
percutaneous aspiration and catheter drainage. How-
ever, these methods may be limited by the sensitivity of 
the imaging modality and challenges in achieving high-
resolution radiographic images [13]. Smear examina-
tions, lumbar punctures to study cerebrospinal fluid, 
bone marrow analysis, and myelography were performed 
manually by a pathologist. Therefore, the reliability of 
these tests depends on the pathologist’s experience and 
fatigue [14]. In addition, various techniques, such as 
molecular cytogenetics, long-range inverse polymerase 
chain reaction (LDI-PCR), and array-based comparative 
genomic hybridization (aCGH) require additional meth-
ods for better performance. In this regard, the objective 
decision-making capability of artificial intelligence (AI) 
has improved the sensitivity and specificity of leukemia 
diagnosis.

In recent years, there has been a significant increase 
in the clinical use of AI for all three conventional medi-
cal tasks: diagnosis, treatment, and prognosis [15, 16]. 
According to Sasaki et al. [17], optimal and effective 
machine learning (ML) classifiers are required to improve 

treatment outcomes and increase the CML patients’ 
life expectancy and survival [17]. Although AI is still in 
its infancy for CML, preliminary studies have shown 
promising results in several key areas, such as diagno-
sis, prognosis, and personalized therapy [18]. AI-based 
techniques have demonstrated high accuracy in identify-
ing leukemia subtypes, including CML, using blood and 
bone marrow samples. For instance, a study by Huang 
et al. [19]. , showed that convolutional neural networks 
(CNNs) achieved over 95% accuracy in classifying CML 
cells from microscopic images. This high level of accu-
racy underscores the potential of AI in improving diag-
nostic precision and speed. Moreover, several AI models 
have been developed that outperform conventional prog-
nostic scores in predicting disease progression and treat-
ment response. These models utilize large datasets and 
advanced algorithms to analyze clinical, molecular, and 
hematological parameters, offering more accurate prog-
noses and tailored treatment recommendations [20]. For 
example, AI algorithms have been designed to optimize 
tyrosine kinase inhibitor (TKI) therapy in patients with 
CML. These models can suggest treatment plans that 
yield better survival outcomes than standard approaches 
by integrating a wide range of clinical, molecular, and 
blood factors [17].

Artificial intelligence has revolutionized disease prog-
nosis, diagnosis, and management, including Chronic 
Myeloid Leukemia (CML), through the development 
of guideline-based clinical systems (expert systems), 
machine learning (ML), and deep learning (DL) methods 
in data processing and clinical image analysis. Machine 
learning algorithms enable early diagnosis of CML based 
on clinical and laboratory data, while deep learning algo-
rithms, such as Convolutional Neural Networks (CNNs), 
automate the classification and diagnosis of CML using 
medical images. These advancements facilitate early 
detection, prompt treatment, and improved patient out-
comes. Compared to traditional statistical and experi-
mental prediction methods, AI offers profound, practical, 
and non-invasive analytical capabilities in complex and 
ambiguous situations, such as predicting cancer out-
comes and survival [21, 22].

To our knowledge, no review study has yet explored 
disease prediction in myeloid leukemia using artificial 
intelligence (AI). Only a limited number of original stud-
ies have investigated ML and DL approaches specifically 
for the classification and prediction of leukemia [12, 23–
25]. Therefore, in this study, artificial intelligence-based 
technologies such as machine learning can effectively and 
non-invasively be compared to traditional and experi-
mental prediction methods for complex and ambiguous 
situations, such as predicting, early diagnosis, and man-
aging the treatment of this disease.
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Materials and methods
This study’s review process is based on the PRISMA 
Extension for Scoping Reviews (PRISMA-ScR) checklist 
[26]. The process of conducting this study is reported on 
the basis of this checklist.

Search Strategy
This scoping review was conducted to investigate the role 
of artificial intelligence in managing chronic myeloid leu-
kemia by examining all relevant articles published up to 
April 24, 2023. It involved a comprehensive search for 
related keywords in PubMed, Scopus, and Web of Sci-
ence databases without imposing a time limit. Keywords 
in the first category included Chronic Myelocytic Leuke-
mia, Chronic Myelogenous Leukemia, Philadelphia-Pos-
itive Myeloid Leukemia, and Ph1-Positive Myelogenous 
Leukemia. The second category included Decision Sup-
port Techniques, Data Mining, and Artificial Intelligence. 
The search strategy used in this study was as follows:

Inclusion and exclusion criteria
The inclusion criteria for the study were original articles 
written in English that explored the application of arti-
ficial intelligence and its algorithms in the prevention, 
diagnosis, and treatment of chronic myeloid leukemia. 
Conversely, the exclusion criteria included studies that 
did not align with the study’s objectives, articles pub-
lished in languages other than English, review articles, 
conference paper abstracts, and book chapters.

Data extraction process
Initially, two researchers (EE and SH) independently 
reviewed the titles and abstracts of the articles. They 
reached a strong agreement, and any disagreements that 
arose were discussed and resolved by a third researcher 
(AS). Subsequently, the full texts of the screened arti-
cles that met the exclusion criteria were downloaded 
for further investigation. Finally, the relevant data were 
extracted using a meticulously designed standardized 
extraction form developed by the researchers. This com-
prehensive form included several critical elements: the 
publication year and country, the first author’s name, 
the aim of the study, the types and applications of the 
algorithms used in disease management, the number 
of algorithms employed, and the main outcomes. The 
form’s validity was confirmed by two medical informatics 
experts. Additionally, it was designed in Excel to facilitate 
efficient data entry and analysis.

Risk of bias and quality assessment
Three independent appraisers (MR, ZK, and AS) evalu-
ated the risk of bias for the included studies using the 
Prediction Model Study Risk of Bias Assessment Tool 
(PROBAST). This quality assessment tool consists of four 

domains (participant selection, predictors, outcome, and 
analysis) and includes 20 signaling questions as described 
in PROBAST [27].

Synthesis of results
Based on the study variables, descriptive analysis, includ-
ing frequency and percentage parameters, was calculated 
and presented in the form of graphs and tables. In the 
results section, the authors employed a narrative synthe-
sis to describe and compare the study findings.

Results
One hundred seventy-six potentially relevant articles 
were identified from the PubMed, Scopus, and Web of 
Science databases, and duplicates (n = 7) were removed. 
An additional search on Google Scholar yielded one 
study relevant to the aim, which was included in the 
review process. We excluded 145 articles based on the 
title and abstract due to their low relevance, and screened 
25 full-text articles. The PRISMA diagram illustrates the 
characteristics of the excluded studies. The current scop-
ing review included 12 articles after applying all eligibility 
criteria (Fig. 1).

Attributes of the included studies
Table 1 summarizes the included studies.

Figure 2 illustrates the frequency of articles published 
in different countries. The USA had the highest frequency 
of articles [13, 17, 31], with three, followed by Iran [6, 33], 
India [29, 34], and China [28, 36], each with two.

Figure  3 shows the distribution of article publication 
frequency for different years. The articles were published 
between 2011 and 2023. The most frequently published 
articles in this field were from 2021 [17, 30, 31], 2022 [13, 
32, 33], and 2023 [34–36], each with three articles.

The most common use of AI in the management of 
CML, as depicted in Fig. 4, was in tumor diagnosis and 
classification (n = 9), prediction and prognosis (n = 2), 
and treatment (n = 1). Classification in this study refers 
to categorizing leukemia types and diagnosing the dis-
ease based on various criteria. It involves differentiating 
between malignant and normal cells, identifying disease 
phases and stages, and using automated methods for 
detection. (further details are provided in Table 2).

The use of artificial intelligence in the field of tumor 
diagnosis and classification was divided into three parts: 
disease diagnosis using blood smear images (n = 5), dis-
ease diagnosis using clinical parameters (n = 2), and dis-
ease diagnosis using gene profiling (n = 2).It is necessary 
to mention that ‘disease diagnosis using clinical param-
eters’ refers to the process of diagnosing CML based on 
specific clinical data and measurements obtained from 
patients. These clinical parameters can include a variety 
of diagnostic indicators such as blood counts, genetic 
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markers (like the BCR-ABL1 fusion gene), bone marrow 
biopsy results, and other laboratory test results.

According to Table  3, the most widely used models 
of artificial intelligence in these articles include various 
algorithms of Support Vector Machine (SVM) (n = 5) [28, 
30, 33, 34, 36], XGBoost (n = 4) [17, 31, 3337], and differ-
ent neural network methods (ANN ) (n = 3). Algorithms 
such as the Convolutional Neural Network (CNN) were 
also used for feature selection.

Table  4 demonstrates the effectiveness of various 
methods for diagnosing and classifying CML using 
blood smear images. Among these methods, only the 
hybrid convolutional neural network method with the 
interactive self-learning school algorithm (HCNN-IAS) 
achieved 100% accuracy and sensitivity in diagnosing and 
classifying the disease using blood smear images. The 
generative adversarial network (MayGAN) method also 
achieved 99.8% accuracy, 98.5% sensitivity, 99.7% recall, 
and a 97.4% F1 score in classifying blood smear images as 

leukemia. Studies using various support vector machine 
methods obtained an average efficiency of 91.6%.

Discussion
Early detection of chronic myeloid leukemia (CML) is 
paramount for providing adequate patient care and treat-
ment. Researchers have endeavored to develop advanced 
machine learning-based diagnostic systems to expe-
dite CML identification. This scoping review sought to 
investigate the scholarly literature concerning artificial 
intelligence techniques in CML management. The study 
findings were classified into three functional categories: 
diagnosis and classification, prediction and progno-
sis, and therapeutic approach. Common AI methods in 
these studies include SVM, DTj48, XGBoost, RF, neu-
ral networks (ANN, CNN), LASSO, and KNN. Among 
these methods, only the hybrid convolutional neural net-
work method with the interactive self-learning school 
algorithm (HCNN-IAS) achieved 100% accuracy and 

Fig. 1 PRISMA flowchart of screened and included studies identifying the application of AI in CML disease prediction and management
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Ref Year Country Aim of the study Algorithm Type Algorithm 
Number

Algorithm 
application 
in disease 
management

Main Results

Afshar et 
al. [6]

2011 Iran Leukemia diagnosis and predic-
tion with the help of artificial 
neural network (ANN)

ANN 1 Leukemia type 
classification 
and diagnosis

_ Diagnose and predict leukemia 
with ANN (with the ROC of 
0.967)

Ni et al. 
[28]

2013 China Expanding the application of 
flow cytometry in identifying 
the differentiation between 
malignant CML neutrophils and 
normal neutrophils using a pre-
diction model built by support 
vector machine

SVM 1 Differentiation 
between ma-
lignant CML 
neutrophils 
and normal 
neutrophils 
Classification 
(Classificaation 
&Diagnosis)

_ Prediction models made by 
artificial intelligence algorithms 
can be beneficial for CML 
diagnosis.

Khosla et 
al. [29]

2018 India Building a tool using Tensor-
Flow to classify images and with 
the help of a CNN, so that it can 
be used to determine the phase 
and stage of chronic myeloid 
leukemia.

CNN 1 Diagnosis and 
lassification of 
CML phases and 
stages

_ The CNN can correctly predicts 
the results with a confidence 
level of over 95% _ Help physi-
cians make the correct diagnosis

Dese et 
al. [30]

2021 Ethiopia Designing SVM-based system 
for automatic diagnosis and 
classification of leukemia

SVM 1 Automatic 
detection and 
classification 
of leukemia 
(Classificaation 
&Diagnosis)

_ Automatic diagnosis and 
classification of leukemia by 
the SVM-based system with an 
accuracy of 97.69, a sensitivity of 
97.86, and a specificity of 100%

Hauser 
et al. [31]

2021 USA Determining whether machine 
learning models can detect 
chronic myeloid leukemia 
(CML) earlier than its routine 
test, BCR-ABL1, and with the 
help of recent blood cell count 
tests

XGBoost and 
LASSO machine 
learning predic-
tive models

2 Detection of 
CML earlier 
than routine 
tests (Prediction 
&Prognosis)

_ The predictive models could 
diagnose CML earlier than 
current methods _ Initiating 
treatment earlier in the course of 
the disease

Sasaki et 
al. [17]

2021 USA Development of the Leukemia 
Artificial Intelligence Program 
(LEAP) to aid in treatment selec-
tion for patients with chronic 
myeloid leukemia

eXtreme Gradi-
ent Boosting 
(XGBoost)

1 Treatment 
methods 
selection for 
patients with 
chronic myeloid 
leukemia

_ A higher probability of survival 
for patients with chronic myeloid 
leukemia, who choose treatment 
based on personalized recom-
mendations provided through 
the LEAP program _ Improve the 
treatment outcomes of patients 
with chronic myeloid leukemia

Haider et 
al. [32]

2022 Pakistan Presenting an ANN-based 
predictive model that predicts 
the trend deviation among CBC 
data values, especially CPD (Cell 
Population Data) parameters for 
leukemia diagnosis

RBFN (Radial 
Basis Function 
Network)

1 Leukemia 
diagnosis 
based on blood 
parameter trend 
Analysis

_ To diagnose leukemia, the area 
under the ROC curve for leuke-
mia types CML is 0.937, for AML 
is 0.905, APML is 0.805, for ALL is 
0.829 and for CLL is 0.870

Sakthiraj 
[13]

2022 USA Diagnosing leukemia diseases 
in the early stages and helping 
patients to fight the disease at 
home

Hybrid Convo-
lutional Neural 
Network with In-
teractive Autodi-
dactic School 
(HCNN-IAS)

1 Diagnosing leu-
kemia diseases 
in early stages

_ Disease diagnosis method has 
more efficiency and less time 
consumption, and the rates of 
Accuracy, precision, and recall 
were almost 99%

Table 1 The results of the overview of the articles included in the study
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Fig. 3 Distribution of included studies based on publication years

 

Fig. 2 Distribution of included studies based on publication country

 

Ref Year Country Aim of the study Algorithm Type Algorithm 
Number

Algorithm 
application 
in disease 
management

Main Results

Shanbe-
hzadeh 
et al. [33]

2022 Iran Initial identification of the most 
effective variables and their 
use as data input to different 
machine learning techniques 
to evaluate their predictive 
power in the field of 5-year sur-
vival prognosis of patients with 
chronic myeloid leukemia

eXtreme gradi-
ent boosting 
(XGBoost), Multi-
layer Perceptron 
(MLP), pattern 
recognition net-
work, KNearest 
Neighbor (KNN), 
Probabilistic 
Neural Network 
(PNN), Support 
Vector Machine 
(SVM) (ker-
nel = linear), SVM 
(kernel = RBF), 
J-48

7 Identification of 
the most effec-
tive variables to 
predict 5-year 
survival (Predic-
tion &Prognosis)

_ SVM (kernel = RBF) had the 
best performance with accuracy, 
specificity, and sensitivity of 85, 
85, and 86% _ Identify high-risk 
patients _ Predict the behav-
ior and complications of the 
disease _Reduce treatment costs 
_ Prioritize resources _ Improve 
the safety and quality of care for 
patients with chronic myeloid 
leukemia

Abhishek 
et al. [34]

2023 India Automatic detection and clas-
sification of leukemia using a 
Deep Transfer Learning (DTL) 
algorithm on a subject-inde-
pendent test dataset

Deep Transfer 
Learning or DTL 
(VGG-16 pre-
trained model)

1 Automatic 
detection and 
classification of 
leukemia

_ To diagnose and classify 
leukemia, the accuracy of SVM, 
RF, and FCL algorithms was 81, 
72, and 74%

Veeraiah 
et al. [35]

2023 Saudi 
Arabia

Focusing on making a proper 
diagnosis of leukemia in blood 
smear

GAN-based 
Deep Learning

1 Diagnosis and 
classification of 
leukemia based 
on blood smear

_ MayGAN has achieved 99.8% 
accuracy, 98.5% accuracy, 99.7% 
recall, 97.4% F1 score, and 98.5% 
DSC in classifying blood smear 
images as leukemia

Zhong et 
al. [36]

2023 China Analysis of biological charac-
teristics and identification of 
diagnostic markers of chronic 
myeloid leukemia

Support Vector 
Machine-Re-
cursive Feature 
Elimination 
(SVMRFE), 
Least Absolute 
Shrinkage Selec-
tion Operator 
(LASSO) and 
Random Forest 
(RF) algorithms

3 CML diagnosis _The algorithms identified four 
diagnostic genes of chronic my-
eloid leukemia (HDC, SMPDL3A, 
IRF4, and AQP3) _ The risk score 
model made by these genes im-
proved the accuracy of diagnosis 
of chronic myeloid leukemia

Table 1 (continued) 
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sensitivity in diagnosing and classifying leukemia types 
using blood smear images. The findings are discussed in 
the following sections.

Image-based diagnosis and classification of cml through 
hematological smear visualization
Several studies have utilized deep learning algorithms, 
such as Convolutional Neural Networks (CNNs), and 
machine learning methods, such as SVMs, to diagnose 
and classify chronic myeloid leukemia (CML) via blood 
smear image analysis. A deeper investigation revealed 
that models rooted in deep learning paradigms con-
sistently achieved superior diagnostic accuracy com-
pared with machine learning approaches. In particular, 

Abhishek et al. [34] conducted research titled “Auto-
mated detection and classification of leukemia on a 
subject-independent test dataset using deep transfer 
learning supported by Grad-CAM visualization,” which 
microscopically identified leukemia subtypes. Their study 
divided the entire dataset into unequal training and test-
ing subsets. Pre-trained CNN ‘convolutional bases, the 
frozen lower convolutional layers that extract visual fea-
tures, were employed to derive representations from 
microscopic images of the blood smears. The dataset 

Table 2 Search strategies for different databases
PubMed (“Chronic Myeloid Leukemia*”[Mesh] OR “Chronic Myeloid Leukemia*”[title/abstract] OR “Chronic Myelocytic Leukemia*”[Mesh] 

OR “Chronic Myelocytic Leukemia*”[title/abstract] OR “Chronic Myelogenous Leukemia*”[Mesh] OR “Chronic Myelogenous 
Leukemia*”[title/abstract] OR “Philadelphia-Positive Myeloid Leukemia*”[Mesh] OR “Philadelphia-Positive Myeloid Leukemia*”[title/
abstract] OR “Ph1-Positive Myelogenous Leukemia*” [Mesh] OR “Ph1-Positive Myelogenous Leukemia*”[title/abstract] OR “Ph1-Posi-
tive Myeloid Leukemia*”[Mesh] OR “Ph1-Positive Myeloid Leukemia*”[title/abstract]) AND (Artificial intelligence [mesh] OR “Artificial 
intelligence” [title/abstract] OR Computer heuristics [mesh] OR “Heuristics” [title/abstract] OR AI[title/abstract] OR “Computational 
intelligence” [title/abstract] OR “Machine learning” [title/abstract] OR “Machine intelligence” [title/abstract] OR “Deep learning” 
[title/abstract] OR “Computer reasoning” [title/abstract] OR “Knowledge representation” [title/abstract] OR “Expert systems” [title/
abstract] OR “Robotics” [title/abstract] OR “Fuzzy logic” [title/abstract] OR “Sentiment analysis” [title/abstract] OR “Natural language 
processing” [title/abstract] OR “NLP” [title/abstract] OR “Decision support system*”[title/abstract] OR Decision support techniques 
[mesh] OR “Vision system*”[title/abstract] OR Data mining [mesh] OR “Data mining” [title/abstract] OR “Text mining” [title/abstract])

Scopus (TITLE-ABS(“Chronic Myeloid Leukemia*”) OR TITLE-ABS(“Chronic Myelocytic Leukemia*”) OR TITLE-ABS(“Chronic Myelogenous 
Leukemia*”) OR TITLE-ABS(“Philadelphia-Positive Myeloid Leukemia*”) OR TITLE-ABS(“Ph1-Positive Myeloid Leukemia*”) OR 
TITLE-ABS(“Ph1-Positive Myelogenous Leukemia*”)) AND (TITLE-ABS(“Artificial intelligence”) OR TITLE-ABS(“Heuristics”) OR TITLE-
ABS(AI) OR TITLE- ABS(“Computational intelligence”) OR TITLE-ABS(“Machine learning”) OR TITLE-ABS(“Machine intelligence”) OR 
TITLE-ABS(“Deep learning”) OR TITLE-ABS(“Computer reasoning”) OR TITLE-ABS(“Knowledge representation”) OR TITLE-ABS(“Expert 
systems”) OR TITLE-ABS(“Robotics”) OR TITLE-ABS(“Fuzzy logic”) OR TITLE-ABS(“Sentiment analysis”) OR TITLE-ABS(“Natural language 
processing”) OR TITLE-ABS(“NLP”) OR TITLE-ABS(“Decision support system*”) OR TITLE-ABS(“Decision support techniques”) OR 
TITLE-ABS(“Vision system*”) OR TITLE-ABS(“Data mining”) OR TITLE-ABS(“Text mining”))

Web of Science (TS=(“Chronic Myeloid Leukemia*”) OR TS=(“ Chronic Myelocytic Leukemia*”) OR TS=(“Chronic Myelogenous Leukemia*”) OR TS=(“ 
Philadelphia-Positive Myeloid Leukemia*”) OR TS=(“Ph1-Positive Myeloid Leukemia*”) OR TS=(“ Ph1-Positive Myelogenous Leu-
kemia*”)) AND (TS=(“Artificial intelligence”) OR TS=(“Machine learning”) OR TS=(“Machine intelligence”) OR TS=(“Deep learning”) 
OR TS=(“Computer reasoning”) OR TS=(“Knowledge representation”) OR TS=(“Expert systems”) OR TS=(“Robotics”) OR TS=(“Fuzzy 
logic”) OR TS=(“Sentiment analysis”) OR TS=(“Natural language processing”) OR TS=(“NLP”) OR TS=(“Decision support system*”) OR 
TS=(“Decision support techniques”) OR TS=(“Vision system*”) OR TS=(“Data mining”) OR TS=(“Text mining”))

Table 3 Types of models used in the articles
Models name Reference(s) Frequency 

based on 
references

SVM  [28, 30, 33, 34, 36] 5
XG Boost  [17, 31, 33, 37] 4
ANN  [6, 30, 32] 3
KNN  [30, 33] 2
MLP  [32, 33] 2
LASSO  [31, 36] 2
FCL  [34] 1
RF  [34] 1
RBFN  [32] 1
HCNN-IAS  [13] 1
CNN  [29] 1
MayGAN  [35] 1
GAS  [35] 1
DT (j48)  [33] 1
Pattern recognition network  [33] 1
PNN  [33] 1

Fig. 4 The frequency of algorithm application type in CML disease 
management
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contained 750 smear images of chronic lymphocytic leu-
kemia, acute lymphoblastic leukemia, CML, and acute 
myeloid leukemia. A merged 500-image set of acute 
lymphoblastic and myeloid leukemias was constructed. 
These merged data serve as the basis for automatic leuke-
mia detection and classification via deep transfer learn-
ing, which is the central aim of the proposed work. We 
applied SVMs, Random Forests, and new Fully Con-
nected Layers as classifiers on various pre-trained CNN 

convolutional bases, such as MobileNet, DenseNet121, 
ResNet152V2, VGG16, Xception, and InceptionV3 mod-
els, pre-trained on massive datasets such as ImageNet, 
with high accuracy and availability. The study employed 
a pre-trained VGG-16 convolutional neural network 
model for leukemia detection and classification. Three 
classification algorithms were applied to the extracted 
representations of the CNN: support vector machine 
(SVM), random forest (RF), and a new fully connected 

Table 4 Comparison of used algorithms for disease prediction and diagnosis via blood smear images, clinical parameters, and gene 
profiling with evaluation metrics
Algorithms for disease prediction and diagnosis via blood smear images
Ref Algorithm Accuracy (%) Recall (%) Sensitivity 

(%)
Specificity 
(%)

F1 Score Pre-
dic-
tion 
(%)

Abhishek et al. 
[34]

VGG16 along with RF. 90.4 94 NM 89 0.8 NM
VGG16 along with SVM. 96.4 90 NM 98 0.91 NM
VGG16 along with FCL 94.4 0.98 NM 0.93 0.87 NM
RF and LTCL of VGG16 92.8 94 NM 93 0.84 NM
SVM and LTCL of VGG16 f 96.0 90 NM 97 0.9 NM
FCL and LTCL of VGG16 97.6 94 NM 89 0.8 NM

Dese et al. [30] Multiclass Support Vector Machines (MCSVM) 97.69 NM 97.86 100 NM NM
Khosla et al. [29] Convolution Neural Network (CNN) NM NM NM NM NM 99.6
Sakthiraj [13] Hybrid Convolutional Neural Network with Inter-

active Autodidactic School (HCNN-IAS)
100 100 NM NM 1 NM

Veeraiah et al. 
[35]

MayGAN 99.2 99.1 NM NM 0.97 NM
FBW-NN 88.5 91.1 NM NM 0.93 NM
BCNN 86.5 93.2 NM NM 0.86 NM
EfficientNet 87.5 91.2 NM NM 0.87 NM

Algorithms used in disease prediction and diagnosis using clinical parameters
Ref Algorithm Accuracy (%) Recall (%) Sensitivity 

(%)
Specificity 
(%)

F1 Score Pre-
dic-
tion 
(%)

Afshar et al. [6] ANN NM NM NM NM NM 96.7
Haider et al. [32] RBFN (Radial Basis Function Network) NM NM NM NM NM 93.7

Algorithms used in disease prediction and diagnosis using gene profiling
Ref Algorithm Accuracy (%) Recall (%) Sensitivity 

(%)
Specificity 
(%)

F1 Score Pre-
dic-
tion 
(%)

Ni et al. [28] SVM NM NM NM NM NM 96.7
Zhong et al. [36] LASSO NM NM NM NM NM 98

Algorithms used in disease prediction and prognosis
Ref Algorithm Accuracy (%) Recall (%) Sensitivity 

(%)
Specificity 
(%)

F1 Score Pre-
dic-
tion 
(%)

Shanbehzadeh 
et al. [33]

SVM (kernel = RBF) 85.7 NM 86 85 NM 85

Hauser et al. [31] XGBoost NM NM NM NM NM 87–
95

LASSO NM NM NM NM NM 91–
96

*Note: NM means Not Mentioned.
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layer (FCL). Compared with individual applications, 
using these algorithms in conjunction with the combined 
dataset improved the overall performance of the classi-
fiers. Specifically, FCL achieved 80% classification accu-
racy, whereas SVM attained 84% accuracy, which was the 
highest among the approaches. The Grad-CAM visual-
ization method creates class-specific activation heatmaps 
for each image. These heatmaps showed researchers the 
distinguishing image regions and helped them determine 
which visual features placed an image into a certain diag-
nostic class.

Dese et al. [30] obtained 250 peripheral blood smears 
from the Department of Hematology at the Jimma Uni-
versity Medical Center in Ethiopia for their study. The 
smears were stained with eosin, methylene blue (Wright 
stain), and Sudan black B to aid in the identification of 
leukemia subtypes. Two experienced hematologists inde-
pendently examined the smears under a microscope and 
agreed to the leukemia classification. K-means clustering 
was used to segment white blood cells from red blood 
cells and platelets in the digitized images. Multi-class 
support vector machines (MCSVM) were compared with 
ANNs, KNNs, and binary SVMs for leukemic subgroup 
categorization. Using K-means clustering to divide the 
blood smears into sections before MCSVM classifica-
tion greatly improves the accuracy, sensitivity, and diag-
nostic sensitivity of leukemia. Compared with manual 
examination, digital image-based leukemia diagnosis is 
more straightforward and faster, eliminating human bias 
and error while requiring minimal clinical expertise. This 
computer-assisted system achieved 97.69% accuracy, 
97.86% sensitivity, and 100% specificity in diagnosing and 
categorizing leukemia subtypes.

In a study by Khosla et al. [29] entitled “Phase classifi-
cation of chronic myeloid leukemia using convolutional 
neural networks,” TensorFlow was applied to develop a 
CNN model for classifying histopathological images of 
CML. Using a sophisticated CNN architecture, research-
ers have determined the phases and stages of CML pro-
gression. Identifying the specific phase of CML a patient 
is experiencing is paramount, as it dictates the most suit-
able treatment approach. The findings demonstrated that 
the CNN could predict different CML stages with 99.6% 
accuracy. By developing a robust computational model 
using CNNs, this study provides an automated method 
for clinicians to accurately assess the CML phase from 
histopathological samples, informing personalized and 
optimized therapeutic management for affected patients.

Sakthiraj et al. [13] developed and evaluated an auton-
omous machine-learning leukemia diagnosis and clas-
sification model. A hybrid CNN was designed to extract 
features from the leukemia dataset and classify samples 
using a SoftMax-CNN layer. Additionally, a HCNN-IAS 
was integrated to increase the classification accuracy 

through the iterative optimization of network weights. 
The leukemia dataset was divided into subgroups before 
model training and evaluation. The IASO technique 
optimizes the CNN hyperparameters to maximize diag-
nostic performance. Based on confusion matrix analysis 
and comparison with prior methods, the hybrid model 
demonstrated superior efficiency, achieving over 99% 
accuracy and recall. The hybrid model also reduced the 
diagnosis time compared with alternative approaches. 
The machine learning model was subsequently deployed 
on the Internet of Medical Things (IoMT) platform to 
facilitate remote patient monitoring and management. 
Clinicians can then securely receive medical data and 
diagnostic predictions from home environments for 
review and follow-up care. This telehealth integration 
aimed to diagnose and monitor leukemia more conve-
niently, while minimizing health risks through relaxed 
remote care.

Upon review of the relevant literature, the study con-
ducted by Veeraiah et al. [35] was the sole investigation to 
employ a novel methodology for identifying four leuke-
mia subgroups (ALL, AML, CLL, and CML) using blood 
smear images. The authors introduced a Mayfly optimi-
zation algorithm with a generative adversarial network 
(MayGAN) to enhance feature extraction and classifi-
cation pragmatically. The generative adversarial system 
(GAS) can also classify leukemia typologies using the 
derived model’s principal component analysis (PCA). The 
results demonstrated that the proposed system (dubbed 
MayGAN) achieved 99.8% precision, 98.5% accuracy, 
99.7% recall, 97.4% F1 score, and 98.5% Dice similarity 
coefficient in categorizing blood smear images as indica-
tive of leukemia, thus enabling the diagnosis of this dis-
ease. Subject to approval, the suggested approach could 
be utilized in the day-to-day clinical management of leu-
kemia patients and could assist medical professionals and 
individuals in the expedited diagnosis of the affliction.

Comparable results have been observed in other peer-
reviewed studies employing convolutional neural net-
works (CNNs) for identification and categorization tasks. 
One study by Baig et al. [38] utilized a CNN architecture 
to identify leukemia subtypes from blood-smear images. 
In this investigation, we leveraged a CNN model founded 
on the principles of deep learning consisting of two dis-
tinct CNN blocks denoted CNN-1 and CNN-2 to classify 
samples as acute lymphoblastic leukemia (ALL), acute 
myeloid leukemia (AML), or multiple myeloma (MM) 
based on microscopic smear imagery. The proposed 
framework demonstrated the ability to detect malignant 
leukemia cells via microscopic analysis. The team com-
piled a dataset of approximately 4,150 images sourced 
from publicly available repositories. Preprocessing proce-
dures included removing background elements and iso-
lating diagnostically relevant hematological components 
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via segmentation, while minimizing noise and blurring 
effects. Images were initially converted from RGB color 
space to an 8-bit grayscale format to prepare for pre-
processing and segmentation routines. Subsequently, 
the processed images served as inputs to train the par-
allel CNN models to extract the deep semantic features. 
Feature vectors extracted by CNN-1 and CNN-2 were 
then fused using canonical correlation analysis (CCA) 
to accentuate the salient patterns. Five classification 
algorithms — support vector machines (SVM), Bagging 
Ensemble, AdaBoost, RUSBoost, and k-nearest neighbors 
(KNN) — were employed to evaluate the performance 
of the feature extraction pipeline. Among the classifica-
tion algorithms tested, the bagging ensemble approach 
yielded superior performance relative to the other tech-
niques, attaining the highest measured accuracy rate of 
97.04%.

Ahmed et al. [39] leveraged publicly available ALL-IDB 
and ASH Image Bank datasets in a recent study to iden-
tify leukemia subtypes from microscopic imagery using 
convolutional neural networks. Seven distinct image 
transformation techniques were employed for data aug-
mentation. Furthermore, a CNN architecture design was 
devised with the capability of detecting all leukemia vari-
eties. In addition to exploring CNN modeling, conven-
tional machine learning algorithms, such as Naive Bayes, 
Support Vector Machine, K-Nearest Neighbor, and Deci-
sion Tree, were investigated. A 5-fold cross-validation 
procedure was adopted for performance evaluation. The 
findings demonstrated that the CNN model achieved 
accuracies of 88.25% and 81.74% for leukemia versus 
healthy classification and multiclass categorization of all 
subgroups, respectively. Finally, the validation metrics 
demonstrated that the CNN framework outperformed 
other well-established machine learning methods.

In the study “IoMT-based automated detection and 
classification of leukemia using deep learning, “Bibi et al. 
[40] proposed utilizing a dense convolutional neural net-
work (DenseNet-121) and a residual convolutional neu-
ral network (ResNet-34) to identify leukemia subtypes. 
This study leveraged two publicly accessible datasets on 
leukemia: ALL-IDB and ASH image banks. The findings 
demonstrate that the proposed models outperformed 
well-established machine learning algorithms when dis-
cerning healthy subtypes versus leukemia classifications. 
Specifically, according to the diagnostic accuracy metrics, 
the DenseNet-121 and ResNet-34 frameworks surpassed 
conventional machine learning techniques previously 
applied to leukemia subtype identification.

Diagnosis and classification of cml through clinical 
parameters
Two studies out of the available 12 utilized clinical param-
eters to predict and diagnose diseases via artificial neural 

network (ANN) modeling. In Afshar et al.‘s research [6] 
entitled “Recognition and prediction of leukemia with 
Artificial Neural Network (ANN),” eight out of forty-one 
clinical and laboratory features exhibiting significant dif-
ferences between cancerous and non-cancerous patient 
groups (n = 131, 63 with confirmed pathology from Sina 
Hospital of Hamedan records) were input into the ANN 
analysis. These characteristics included sex, fever, bleed-
ing, lymphadenopathy, enlarged liver/spleen, hematocrit, 
hemoglobin, and platelets. The randomly selected sam-
ples were divided into training (80%), cross-validation 
(10%), and test (10%) datasets. The training data were 
provided to the network for learning. Cross-validation 
ensures proper model fitting during training or avoidance 
of overfitting. The independent test data, excluded from 
modeling, were used to assess the training performance. 
The area under the receiver operating characteristic 
curve was 0.967, demonstrating a solid predictive abil-
ity. The Phi coefficient yielded a statistically significant 
(p = 0.005) moderate-strong correlation of 0.778 between 
the predicted and actual diagnoses.

In a study titled “Beyond the in-practice CBC: the 
research CBC parameters-driven machine learning pre-
dictive modeling for early differentiation among leuke-
mias,” Haider et al. [32] Initially conducted differential 
count analysis on 200 cells from samples of each partici-
pant using optical microscopy at 100x magnification by 
two experienced hematologists to collect raw cell data. 
These data were analyzed using SPSS version 23.0 and 
visualized with ClustVis, a web tool for visualizing mul-
tivariate data clustering. An artificial neural network was 
selected as a machine learning tool for predictive mod-
eling. To test predictive modeling capabilities for the 
retrieval, discrimination, classification, and determina-
tion of data patterns, they initially evaluated the perfor-
mance of two suitable modeling algorithms: Radial Basis 
Function Network and Multiple Perceptron Networking. 
The results demonstrated that in practice, CBC parame-
ters can detect the presence of leukemia and predict can-
cer origin and type.

Additionally, the results indicated that an artifi-
cial intelligence approach utilizing machine learning 
trained on routine CBC parameters and expected test 
results could reliably distinguish leukemia histopathol-
ogy (myeloid or lymphoid) and predict the leukemia 
type (acute, chronic, or other) and related disorders. The 
Radial Basis Function Network model achieved high clas-
sification accuracy and successfully differentiated the 
studied groups with a significant correction rate of 10.6%. 
The prediction model based on the routine CBC param-
eters proposed in this study achieved 83.1% and 89.4% 
accuracy for the training and test datasets, respectively. 
Consequently, researchers have suggested utilizing CBC 
parameter-driven predictive modeling as an assistant 
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predictive tool in hematology laboratory/clinic decision 
support systems.

Gene expression profiling as a tool for cml diagnosis and 
classification
Twelve relevant articles examined the diagnostic and 
classification methods for chronic myeloid leukemia 
(CML) using gene expression profiling. Both studies 
employed support vector machine (SVM) modeling, 
which demonstrated high diagnostic accuracy. Zhong et 
al. [36] analyzed CML’s biological characteristics of CML 
and identified diagnostic markers. Gene expression pro-
files obtained from the Gene Expression Omnibus data-
base revealed 210 differentially expressed genes between 
CML and normal samples. Recursive vector machine 
feature removal, LASSO, and Random Forest algorithms 
were used to identify four diagnostic CML genes (HDC, 
SMPDL3A, IRF4, and AQP3). A risk-score model was 
developed. Comparatively, downregulated genes out-
weighed upregulated genes in CML samples, with most 
downregulated genes being related to immune signal-
ing pathways, suggesting immunosuppression. Multiple 
machine learning methods have been used to identify 
high-value diagnostic biomarkers. Diagnostic efficiency 
was improved using a lasso regression risk score model, 
with significantly higher risk scores observed in CML 
patients than in healthy individuals across cohorts. Using 
these four identified genes, researchers constructed a risk 
score model using LASSO. Comparing the results, the 
HDC biomarker achieved AUC/ROC values of 98% and 
96% in the two databases, indicating a superior diagnos-
tic ability.

Ni et al. [28] attempted to expand flow cytometry 
applications to distinguish malignant from normal 
chronic myeloid leukemia (CML) neutrophils using a 
support vector machine (SVM) predictive model. This 
study introduces a novel flow cytometry method for dif-
ferentiating mature CML patients from normal neutro-
phils. Only four antibodies were used to detect CD45, 
CD65s, CD15, and CD11b. Mature neutrophils from 
CML patients and healthy controls uniformly expressed 
these markers at similar levels using classical two-dimen-
sional flow cytometry analysis. Researchers have used 
SVM (LIBLINEAR software) and a four-color detection 
panel to differentiate mature neutrophils. The receiver 
operating characteristic curve for source differentiation 
reached 79.51%. The sensitivity and specificity of this 
technique were 95.80% and 95.30%, respectively. Despite 
statistically equivalent antigen expression, these results 
demonstrated a superior ability to discriminate between 
mature CML patients and normal neutrophils. The pre-
dictive model, combining a four-color panel, SVM algo-
rithm, and LIBLINEAR library, detected healthy versus 
malignant neutrophil differences in all CML disease 

phases with over 95% specificity and sensitivity. Given 
these promising findings, as current methods struggle to 
determine CML disease versus healthy neutrophil sta-
tus, artificial intelligence-derived predictive models have 
potential utility for CML diagnosis.

Prediction and prognosis
We identified two studies that used machine learning 
techniques to predict patient outcomes. The first study 
by Shanbehzadeh et al. [33] compared machine learn-
ing algorithms for predicting the 5-year survival rates 
in patients with chronic myeloid leukemia. Following 
the Cross-Industry Standard Process (CRISP) for data 
mining, the researchers employed a five-step approach 
involving data understanding, preprocessing, feature 
selection, modeling, and evaluation. Researchers identi-
fied important prognostic variables associated with CML 
survival and used them as inputs to develop predictive 
models using various machine learning techniques, such 
as eXtreme Gradient Boosting (XGBoost), K-Nearest 
Neighbors (KNN), Probabilistic Neural Network (PNN), 
MultiLayer Perceptron (MLP), Support Vector Machine 
(SVM) with linear and Radial Basis Function (RBF) ker-
nels, and J-48 decision trees. Their findings suggest that 
machine learning approaches hold promise as novel, 
non-invasive methods for predicting 5-year CML sur-
vival and enhancing healthcare quality by facilitating 
personalized treatment and mitigating complications. 
Specifically, after selecting the top 12 predictive vari-
ables and implementing the classification algorithms, 
the SVM model with an RBF kernel achieved the highest 
performance with 85.7% accuracy, 85% specificity, 86% 
sensitivity, an F-score of 87%, an Area Under the Curve 
(AUC) of 0.85, and a kappa statistic of 86.1%. Effectively 
distinguishing high-risk patients and forecasting disease 
progression could help clinicians optimize resource allo-
cation and safety, potentially extending patient lifespans.

Hauser et al. [31] aimed to ascertain whether blood 
cell counts from different time intervals could predict 
chronic myeloid leukemia diagnosis among patients later 
subjected to definitive BCR-ABL1 mutation testing. They 
employed machine learning methods using hematologi-
cal parameters collected over five years to distinguish 
patients who developed CML from those who did not. 
Two standard machine learning modeling techniques, 
eXtreme Gradient Boosting (XGBoost) and Least Abso-
lute Shrinkage and Selection Operator (LASSO), were 
implemented to model the intricate nonlinear relation-
ships between blood cell quantities and CML diagno-
sis. The variables examined included laboratory results, 
demographic data, and clinical encounter information, 
including cell counts from complete blood counts with 
differentials (e.g., red blood cells, leukocytes, hemoglo-
bin, hematocrit, platelets, monocytes, eosinophils, and 



Page 12 of 14Ram et al. BMC Cancer         (2024) 24:1026 

basophils). Cell counts were gathered 1, 3, and 5 years 
prior. When multiple values existed, five aggregation 
methods were utilized (i.e., maximum, minimum, differ-
ence between maximum and minimum, standard devia-
tion, and count). The demographic factors included age 
and sex. The clinical encounter factors involved several 
outpatient and inpatient visits before the initiation of 
the study. The model was trained on 80% of the positive 
and negative patients, with the remaining 20% per group 
reserved for testing. Data analysis was conducted in R 
Version 3.6.3 using the “XGBoost” and “Glmnet” pack-
ages. The findings indicated that blood cell counts up 
to five years before BCR-ABL1 testing can predict CML 
status, supporting the hypothesis that predictive models 
may enable earlier CML detection compared to current 
approaches.

Therapeutic approach
Sasaki et al. [17] conducted the sole study identified 
in this field, entitled “The LEukemia Artificial Intelli-
gence Program (LEAP) in Chronic Myeloid Leukemia in 
Chronic Phase: A Model to Improve Patient Outcomes.” 
This study analyzed data from 630 consecutive patients 
with newly diagnosed chronic phase chronic myeloid 
leukemia (CML-CP) enrolled in seven prospective clini-
cal trials from July 30, 2000, to November 25, 2014, at 
a single institution. The findings indicated that treat-
ment selection based on personalized recommendations 
provided through the LEAP artificial intelligence pro-
gram, compared to treatment without LEAP guidance, 
conferred a higher probability of survival and improved 
therapeutic outcomes in patients with myeloid leukemia. 
Specifically, tailoring treatment decisions to individual-
ized LEAP suggestions rather than opting for alterna-
tives without such algorithmic support enhanced survival 
prospects and resulted in superior management of CML-
CP compared with approaches lacking this personalized, 
data-driven selection model. Thus, this study demon-
strated the potential of artificial intelligence to optimize 
treatment selection and outcomes for those afflicted with 
this hematologic malignancy.

Study limitations
This study has several limitations. Firstly, it only included 
studies written in English, thereby excluding potentially 
relevant research published in other languages. This 
language restriction may have led to the omission of 
significant findings from non-English studies, thereby 
limiting the comprehensiveness of our review. Addition-
ally, our examination was confined to three major data-
bases: PubMed, Scopus, and Web of Science. While these 
databases are extensive, they do not cover all available 
research. Furthermore, selection bias could arise from 

the inclusion criteria of the studies, which might not 
accurately represent the general population.

To enhance the robustness and validity of future 
research, it is recommended to include studies published 
in multiple languages and expand the scope to additional 
databases. Incorporating studies from additional data-
bases such as Embase, Cochrane Library, and others 
could provide a more exhaustive overview of the exist-
ing literature. Furthermore, careful consideration of the 
inclusion criteria in future studies is recommended to 
minimize the risk of selection bias and ensure accurate 
representation of the diversity and characteristics of the 
general population.

Conclusions
In this scoping review, we explored the multifaceted role 
of artificial intelligence (AI) in chronic myeloid leukemia 
(CML) prediction and management. Our findings under-
score the transformative potential of AI to enable precise 
disease diagnosis, prognostication, and treatment selec-
tion. From tumor classification to treatment response 
prediction, AI-based approaches offer novel insights and 
tools to navigate the complexities of CML, heralding a 
new era of personalized medicine and improving patient 
care. The use of artificial intelligence for CML prediction 
and management demonstrates promising avenues for 
enhancing disease prognosis and treatment strategies. 
Through sophisticated predictive models and personal-
ized interventions, AI facilitates early detection, accurate 
classification, and effective therapeutic interventions, 
ultimately improving patient outcomes.
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