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Abstract
Purpose In pediatric medicine, precise estimation of bone age is essential for skeletal maturity evaluation, growth 
disorder diagnosis, and therapeutic intervention planning. Conventional techniques for determining bone age 
depend on radiologists’ subjective judgments, which may lead to non-negligible differences in the estimated bone 
age. This study proposes a deep learning-based model utilizing a fully connected convolutional neural network(CNN) 
to predict bone age from left-hand radiographs.

Methods The data set used in this study, consisting of 473 patients, was retrospectively retrieved from the PACS 
(Picture Achieving and Communication System) of a single institution. We developed a fully connected CNN 
consisting of four convolutional blocks, three fully connected layers, and a single neuron as output. The model 
was trained and validated on 80% of the data using the mean-squared error as a cost function to minimize the 
difference between the predicted and reference bone age values through the Adam optimization algorithm. Data 
augmentation was applied to the training and validation sets yielded in doubling the data samples. The performance 
of the trained model was evaluated on a test data set (20%) using various metrics including, the mean absolute error 
(MAE), median absolute error (MedAE), root-mean-squared error (RMSE), and mean absolute percentage error (MAPE). 
The code of the developed model for predicting the bone age in this study is available publicly on GitHub at https://
github.com/afiosman/deep-learning-based-bone-age-estimation.

Results Experimental results demonstrate the sound capabilities of our model in predicting the bone age on the left-
hand radiographs as in the majority of the cases, the predicted bone ages and reference bone ages are nearly close to 
each other with a calculated MAE of 2.3 [1.9, 2.7; 0.95 confidence level] years, MedAE of 2.1 years, RMAE of 3.0 [1.5, 4.5; 
0.95 confidence level] years, and MAPE of 0.29 (29%) on the test data set.

Conclusion These findings highlight the usability of estimating the bone age from left-hand radiographs, helping 
radiologists to verify their own results considering the margin of error on the model. The performance of our 
proposed model could be improved with additional refining and validation.
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Introduction
Bone age assessment is a widely utilized diagnostic tech-
nique in pediatric imaging and legal medicine to assess 
the bone age of children. Medical professionals routinely 
assess bone age concerning chronological age for assess-
ing development, metabolic problems, and genetic con-
ditions in children. The Tanner-Whitehouse (TW3) [1] 
or Greulich and Pyle (GP) [2] approaches are commonly 
employed for radiographically assessing the left hand. 
Approximately 76% of radiologists utilize radiograph 
images of the left hand to evaluate bone age by compar-
ing them to a reference atlas that necessitates time and 
hard work. Forensic medicine demands the determina-
tion of criminal responsibility through age assessment, 
refugee age estimation, and the distinction between chil-
dren and adults. Recently, novel techniques have been 
developed for conducting experiments using ultrasound 
imaging, magnetic resonance imaging, and computed 
tomography (CT) images. Age determination based on 
bone development is the method that is most frequently 
applied. However, environmental issues and regional 
variables, gender, race, endocrine disorders, dietary prob-
lems, genetic conditions, inherited syndromes, constitu-
tional growth retardation, and nutritional disorders all 
influence bone age.

The rapid development of medical technologies has 
endowed physicians with considerable ease, thereby 
enhancing the quality and efficacy of healthcare. Medical 
imaging applications based on computer vision provide 
radiologists with preliminary data that improves work-
flow efficiency and diagnostic precision. Deep-learning 
algorithms, as a tool of artificial intelligence, enable the 
extraction of more abstract features and enhance the 
accuracy of predictions based on data. Deep learning 
methods have been used in medical fields through many 
approaches, such as the categorization of skin cancer, the 
classification of malignancy, the prediction of diseases, 
and the estimation of age using specific algorithms.

Several studies investigated the potential of deep learn-
ing techniques for bone age estimation using different 
architectures of convolutional neural networks (CNNs). 
These deep learning-based methods included a modified 
InceptionV3 [3], InceptionV3 [4], U-Net [5], VGG-16 [6, 
7], multi-scale data fusion framework and CNN [8], cus-
tomized CNN [9], CNN based on GP [10], ResNet50 [7], 
CNN [11–13], CNN based on TW3 [14, 15], and Ima-
geNet [16]. The methods were developed using publicly 
available open-source data sets such as the Radiology 
Society of North America dataset [3–7, 13–15] or pri-
vate data sets [8–10, 12, 16]. Some studies also applied 

transfer learning rather than training the model from 
scratch [3, 12, 16]. The reported results of these methods 
were promising; however, further improvement is still 
needed. In this study, we propose a deep learning meth-
odology utilizing a fully connected CNN for the auto-
mated determination of skeletal bone age, intending to 
improve and expedite bone age estimation. It is expected 
that deep learning models have the potential to trans-
form pediatric radiology and enhance patient outcomes 
in clinical practice.

Materials and methods
Patient data
This a retrospective study approved by the Institutional 
Review Board and Ethics Committee of King Abdullah 
bin Abdul Aziz University Hospital and Princess Nourah 
bint Abdulrahman University, Riyadh, Saudi Arabia (IRB 
No. 22–0891). The need for consent from the patient’s 
parents or the patient was waived by the Institutional 
Review Board (IRB No. 22–0891). Patients with the fol-
lowing indications were included in this study: diagnosis 
and management of endocrine disorders, evaluation of 
metabolic growth disorders (tall / short stature), decel-
eration of maturity in various syndromic disorders, and 
assessment of treatment response in various develop-
mental disorders. The data set used in this study was ret-
rospectively collected from a single institution. Patients 
with incomplete data were excluded in this study. The 
bone age of the included patients was between 2 and 20 
years, and the total number of the patients was 473. Each 
patient had only one image. Left-hand radiographs were 
retrieved from the PACS (Picture Achieving and Com-
munication System) as DICOM (Digital Imaging and 
Communications in Medicine). The DICOM files were 
anonymized/de-identified to ensure confidentiality. The 
images were acquired in a dorsi-palmar view with digital 
radiograph machines. The images were two-dimensional 
(2D) with a 12-bit gray-scale (intensities ranged from 0 to 
4095) and various dimensions with a pixel size/resolution 
of 0.139 × 0.139 mm2. The DICOM files also include the 
bone age information and the associated patient’s data 
was removed after labeling. The patient’s bone age was 
clinically determined by a pediatric radiologist or radi-
ologist using the Greulich and Pyle (GP) method [2]. The 
radiologist has proven skill in skeletal radiology with sev-
eral years of experience in performing bone age estima-
tion using the GP method. Therefore, we used the bone 
age of the patients that determined by the radiologist as 
a reference to compare with our results obtained by the 
proposed deep learning model. The distribution of the 
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patient’s bone ages in the whole data set is displayed in 
Fig. 1, with values ranging from 2 to 20 years and an aver-
age value of 10.3 years. As shown in the figure; only a few 
samples lie near the two borders, whereas most samples 
lie around 10 years.

Preprocessing
Preprocessing the data before training any deep learning 
model represents a crucial step toward improved predic-
tions. As images in the data set were acquired with dif-
ferent dimensions, we initially resized all images into a 
dimension of 512 × 512 pixels to eliminate the issue asso-
ciated with variations in patient’s hand size among differ-
ent ages. We then scaled each image intensity to 256 Gy 
level instead of 4096 to improve the predictions. Next, we 
randomly split the whole data set into the model devel-
opment cohort (80%, n = 378) and testing cohort (20%, 
n = 95). The development cohort is further divided into 
the training cohort (80%, n = 302) and the validation 
cohort (20%, n = 76). The training data set will be used 

to develop the model and optimize model parameters 
to update the weights of the model, while the validation 
data set will be used to keep track of and limit overfit-
ting (e.g., the model weights were only saved in case of 
improvement of validation loss) and tune hyperparam-
eters to optimize the model. The test data set will be used 
to assess the model performance. Since our training data 
set size is relatively small and not sufficient for appropri-
ate training of a deep learning model for improved pre-
dictions; finally, we implemented a data augmentation 
technique [17] by applying image translation (horizon-
tally translated by 10% of the original image size) to dou-
ble the training data set size (n = 604). Data augmentation 
is used to improve the generalizability of the model and 
avoid overfitting.

Model architecture
The network architecture of our proposed model to learn 
silent features on radiograph images to estimate bone age 
is demonstrated in Fig. 2. It consists of four convolutional 

Fig. 1 The distributions of the bone ages in the entire data set used in this study. The minimum, average, and maximum age were 2, 10.3 ± 3.3, and 20 
years, respectively
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blocks to derive features from the input images, a global 
average pooling layer, and three fully connected layers. 
A convolutional block consists of two convolutional lay-
ers with each followed by a rectified linear unit (ReLU) 
activation function [18] to pass only the positive outputs. 
The first convolutional layer in the block has a kernel 
size of 3 × 3 with strides of 2 × 2. The second one has the 
same kernel size with strides of 1 × 1 instead, followed by 
a max-pooling operation to reduce the spatial size of the 
feature maps to half of its original size, a batch normal-
ization layer, and a dropout layer. The batch normaliza-
tion [19] is used to speed up the training process as well 
as the model convergence. The dropout mechanism [20] 
used in the blocks is constantly increasing over the blocks 
starting from 0.05 rate on the first one and reaching 0.20 
on the last one. The purpose of using the dropout tech-
nique in the convolutional blocks and between the fully 
connected layers is to maintain the model regulariza-
tion by preventing overfitting and reducing the mean 
average error. The number of extracted features in the 
convolutional blocks increased by a factor of 2 (64 fea-
tures in the first block to 512 features in the fourth one) 
encoding various distinct patterns. After the convolution 
blocks, the global average pooling was utilized to flatten 
the feature maps into a 1D vector, and the vector donates 
the high-level feature of the images. The fully connected 
layers following the global average layer are dense lay-
ers, with each followed by a ReLU function and dropout 
with a rate of 0.25. The number of features in each fully 

connected layer is 1024. The output layer is a dense layer 
with ReLU of a single neuron to propagate to a single 
regression predicted bone age value.

Model implementation
The proposed model was developed and trained in 
a supervised manner using the left-hand radiograph 
images as inputs (512 × 512) and the bone age values 
(1 × 1) determined by a radiologist using the Greulich and 
Pyle (GP) method [2] as outputs on a training data set 
(n = 604). During the training process, the model learns 
the silent features on the images to predict the bone 
age of the patient and constantly updates about 7.3 mil-
lion trainable parameters. The model was trained using 
the Adam optimization algorithm (which achieves faster 
convergence than most optimization algorithms) and the 
mean-squared error (MSE) as a cost function to mini-
mize the difference between the predicted and reference 
bone age values:

 
Loss (x, y) =

1

n

∑ n

i=1
(yi − xi)

2

where,n  is the number of images, xi  is the reference 
bone age value determined by a radiologist using the 
Greulich and Pyle (GP) method [2], and yi  the predicted 
bone age value obtained by the proposed deep learning 
model.

Fig. 2 Network architecture of our proposed bone age prediction model. Boxes indicate a set of feature maps (64–1024) obtained over different 
operations
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The learning rate was initially set to 1e-4 and gradually 
decreased by a factor of 0.10 if there was no improve-
ment after 10 consecutive iterations until reaching 1e-7. 
A batch size of 8 images was found to be optimal for this 
task. The weight parameters were initialized with uni-
form distribution during the training. The model was 
regularly validated on the validation dataset (n = 76) to 
estimate the generalization error in the training and 
update the hyper-parameters. The model was trained for 
120 epochs, which was sufficient to converge. The devel-
oped model in this study is fully automated. It takes the 
left-hand radiograph image and instantly predicts the 
bone age. The model was developed using Keras API 
(version 2.10) with a Tensorflow (version 2.10) platform 
as the backend in Python (version 3.10, Python Software 
Foundation, Wilmington, DE, USA) on 16 GB RAM CPU 
with 4 GB GPU support.

Evaluation
The trained model is used to make predictions on the test 
dataset (n = 95) to assess its performance using various 
metrics. These metrics include the mean absolute error 
(MAE), median absolute error (MedAE), root-mean-
squared error (RMSE), and mean-squared percentage 
error (MSPE). The MAE is computed as:

 
MAE (x, y) =

1

n

∑ n

i=1
|yi − xi|

where,n  is the number of images, xi  and yi  are the refer-
ence bone age values determined by a radiologist using 
the Greulich and Pyle (GP) method [2] and the predicted 
bone age value obtained by our proposed deep learning 
model, respectively. The RMSE is defined as:

 
RMSE (x, y) =

√
1

n

∑ n

i=1
(yi − xi)

2

The MAPE can be written in this form:

 
MAPE (x, y) =

1

n

∑ n

i=1

∣∣∣∣
yi − xi

yi

∣∣∣∣

Results
The results of the predicted bone ages with our proposed 
model versus the reference bone ages estimated by a radi-
ologist using the Greulich and Pyle (GP) method [2] on 
the test set are presented in Fig. 3. The solid line depicts 
the reference bone age, while the dot points represent 
the predicted values. The figure shows that the majority 
of the predicted values align along the solid line, indicat-
ing a moderate agreement between the reference bone 
age and the predicted one. There are a few points, eight 
cases, showing a very high discrepancy larger than 5 
years that are not clinically acceptable. One odd point, 
with the highest difference of 14 years, lies at/near the 
lower boundary of the bone age in the patient’s popula-
tion (Fig.  1) where there are only a few samples in this 
patient group and under-represented. Given the fact that 
the development and testing data sets were randomly 
divided, these samples may not be represented at all in 
the development set used to train and validate the model 
which would certainly fail to perform well on these 
cases. The rest of the points, seven cases, have a devia-
tion between 5 and 10 years. Almost half of these points, 
three cases, have a discrepancy between 6 and 8 years 
and lie at/near the two borders of the population distri-
bution (Fig. 1); therefore, it is expected to observe a high 
discrepancy in the predicted bone age for these patient 
groups and the model would fail to perform satisfactorily 
due to under-representation issue. The other four points, 
with a discrepancy between 5 and 7 years, lie around the 
average bone age in the patient population. These mod-
erate deviations, but still high, could be interpreted as 

Fig. 3 Predicted bone age versus reference bone age on the test set
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a failure of the model to perform well due to the small 
size of the entire data set used in this study to develop 
the model. Training the model using a larger data set size 
would resolve this issue and lower these discrepancies.

The quantitative performance of the proposed model is 
presented here on all patients in the test set (n = 89). The 
MAE, MedAE, RMSE, and RMSPE metrics were reported 
for the evaluation. The proposed model achieved a MAE 
of 2.3 [1.9, 2.7; 0.95 confidence level] years, a MedAE of 
2.1 years, a RMSE of 3.0 [1.5, 4.5; 0.95 confidence level] 
years, and a MAPE of 0.29 (29%).

Examples of predicted bone age values compared 
to reference bone age values are presented in Fig.  4 for 
patients on the test data set. The results show that pre-
dicted bone ages are close to the reference bone ages, 
except for a few cases where the model was incapable of 
predicting the bone age accurately with a discrepancy of 
up to 5.3 years.

The model was trained until no further improvement 
in its performance has been observed as shown in Fig. 5. 
The figure indicates progressively minimized error (MES) 
over iterations/epochs, which reflects improved perfor-
mance. The training and validation curves have also a 
comparable performance on both training and validation 
sets, indicating good generalizability of the model.

Discussion
The work offers a novel method for determining bone 
age from left-hand radiographs using deep learning-
based prediction. It is impossible to overestimate the 
importance of precisely determining bone age in pediat-
ric medicine since it is essential for determining skeletal 
maturity, identifying growth abnormalities, and develop-
ing treatment plans. Bone age is traditionally identified 
by subjective evaluations made by radiologists, which can 
lead to inconsistent and variable diagnoses. Nevertheless, 
by using deep learning techniques to automate the bone 
age estimation process, the suggested learning-based 
model provides a possible remedy. CNNs are increas-
ingly being used in medical imaging because of their effi-
caciousness in processing and analyzing intricate visual 
input. In this study, a deep learning-based model was 
developed and validated using a dataset containing 473 
patients from a single institution.

The small differences, in the majority of the cases, 
between predicted and reference bone ages (Fig.  4) 
show the capability of the proposed model for bone age 
prediction. The proposed model reduces the subjectiv-
ity involved with conventional methods by providing 
a standardized and objective approach to quantifying 
bone age through the use of deep learning techniques. By 
using computerized bone age prediction to speed up the 

Fig. 4 Reference and predicted bone age (in years) of some example patients on the test data set

 



Page 7 of 9Hamd et al. BMC Medical Imaging          (2024) 24:199 

diagnostic process, clinicians may concentrate on patient 
care and treatment planning.

The quantitative results obtained in the present study 
with 95% confidence level (MAE = 2.3 years, MedAE = 2.1 
years, RMSE = 3.0 years, and MAPE = 0.29) are prom-
ising. Compared with some studies in the literature, 
our results are comparable/inferior to that reported 
by Ozdemir et al. [3](MAE of 0.36 years, RMSE of 0.48 
years), Iglovikov et al. [5] (MAE = 0.41 years), Castillo 
et al. [6] (MAE = 0.86 years), Liu et al. [8] (RMSE = 0.69 
years), Metha et al. [4](MAE = 0.50 years), Larson et al. 
[10](RMSE = 0.63 years, MAE = 0.50 years), Mutasa et al. 
[9](MAE = 0.53 years), Xu et al. [15](MAE = 0.64 years), 
Pan et al. [12](MAE = 0.92 years), and Nabilah et al. [7]
(MAE = 0.41 years). We want to highlight that we used a 
relatively small single-institution data set (n = 473) com-
pared to that used in these previous studies. It has been 
well-known that the accuracy of a CNN model is strongly 
dependent on the data set size during the training. There-
fore, the performance of our model could be further 
improved by considering more data.

While the study demonstrates the potential of deep 
learning for bone age estimation, there are specific chal-
lenges encountered when dealing with younger chil-
dren. Some of the challenges are identified as follows. 
(i) Younger children, especially infants and toddlers, 

experience rapid bone development with significant 
changes occurring within short timeframes. This rapid 
growth makes it difficult to capture the subtle variations 
in bone maturity through radiographs, potentially lead-
ing to larger errors in age prediction compared to older 
children. (ii) In younger children, many bones haven’t 
fully ossified, meaning they are still partially composed 
of cartilage. Cartilage is less visible on radiographs, mak-
ing it harder for the model to identify and interpret the 
relevant features for accurate age estimation. (iii) Skeletal 
abnormalities or diseases affecting bone development can 
significantly deviate from the typical bone development 
patterns the model learns from. This can lead to inaccu-
rate age estimations in children with such conditions.

The findings of the proposed study show the capability 
of our deep learning model in predicting bone age from 
radiographs of the left hand. However, there are some 
limitations to this study as well. The main concern of 
this study is using a small data set (patient demograph-
ics, imaging quality, and dataset composition) for train-
ing a CNN model from scratch, which is not enough 
for obtaining accurate predictions and may impact the 
model’s generalizability. However, while a larger data-
set would be ideal, in this study, this limitation was 
addressed in the following ways. (i) We employed data 
augmentation techniques during training and validation. 

Fig. 5 Model performance curve
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This process artificially expands the dataset by generat-
ing modified versions of existing images, which helps 
the model learn from a wider variety of data points and 
reduces the risk of overfitting to the specific training set. 
(ii) We used an 80/20 train-test split to ensure the model 
wasn’t simply memorizing the training data. The model’s 
performance was evaluated on a held-out test set (20% 
of the data) that the model had never seen before. This 
provides a more realistic assessment of generalizability 
to unseen data. Besides this, to mitigate the overfitting 
problem with a smaller dataset, the following strategies 
were implemented in this study. (i) We employed regu-
larization techniques like dropout layers during training. 
These techniques help prevent the model from becoming 
overly reliant on specific features in the training data and 
promote learning more generalizable patterns. (ii) We 
implemented early stopping during training. This tech-
nique monitors the model’s performance on the valida-
tion set and stops training once the validation error starts 
to increase. This helps prevent the model from overfit-
ting to the training data. However, to further improve the 
model performance and generalizability, future research 
endeavors may concentrate on verifying the model 
among other populations by considering more data from 
open-source datasets and optimizing its structure.

Conclusions
The study concludes by highlighting the potential of deep 
learning-based methods to transform the assessment of 
bone age in pediatric patients. Through the utilization of 
convolutional neural networks, medical professionals can 
obtain a dependable and effective instrument for evaluat-
ing skeletal maturity and identifying growth abnormali-
ties, leading to better patient outcomes and improved 
healthcare provision. The study’s findings add to the 
increasing amount of data that supports the use of deep 
learning methods in medical imaging to enhance the effi-
ciency and accuracy of pediatric diagnosis. The model’s 
applicability and status as a useful clinical decision sup-
port tool may be strengthened by additional validation 
research and clinical applications.
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