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Abstract

Purpose: To diagnose pneumoconiosis using a computer-aided diagnosis system
based on digital chest radiographs.

Methods: Lung fields were first extracted by combining the traditional Otsu-threshold
method with a morphological reconstruction on digital radiographs (DRs), and then
subdivided into six non-overlapping regions (region (a-f)). Twenty-two wavelet-based
energy texture features were calculated exclusively from each region and selected using
a decision tree algorithm. A support vector machine (SVM) with a linear kernel was
trained using samples with texture features to classify an individual region of a healthy
subject or a pneumoconiosis patient. The final classification results were obtained
by integrating these individual classifiers with the weighted voting method. All
models were developed on a dataset of 85 healthy controls and 40 stage I or II
pneumoconiosis patients and validated by using the bootstrap resampling with
replacement method.

Results: The areas under receiver operating characteristic curves (AUCs) of regions
(c) and (f) were 0.688 and 0.563, which were worse than those of the other four
regions. Region (c) and (f) were both excluded from the individual classifiers that
were going to be assembled further. When built on the selected texture features,
each individual SVM showed a higher diagnostic performance for the training set
and the test set. The classification performance after an ensemble was 0.997 and
0.961 of the AUC value for the training and test sets, respectively. The final results
were 0.974 ± 0.018 for AUC value and 0.929 ± 0.018 for accuracy.

Conclusion: The integrated SVM model built on the selected feature set showed the
highest diagnostic performance among all individual SVM models. The model has
good potential in diagnosing pneumoconiosis based on digital chest radiographs.

Keywords: Digital radiograph, Pneumoconiosis, Bootstrap resampling, Texture feature,
Support vector machine
Introduction
Pneumoconiosis is a serious occupational disease worldwide with high incidence

caused by inhaled particles such as free silica, asbestos, mixed dust, coal, beryllium,

and cobalt [1]. The International Labor Organization (ILO) has established a standard-

ized system for classifying radiographic abnormalities of pneumoconiosis [2]. Digital
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chest radiography is the most practical tool for lung disease diagnosis. On chest radio-

graphs, silicosis appears as small rounded and irregular opacities while asbestosis ap-

pears as small irregular opacities. Compared with ILO standard radiographs, a

radiologist assesses the concentration of small opacities of a chest X-ray image as cat-

egory 0, I, II, or III [2]. The higher the category, the more serious the condition. Be-

cause categories I and II typically indicate small nodular and irregular opacities on

chest radiographs, it is difficult for radiologists to classify them as pneumoconiosis [3].

Therefore, many investigators devoted themselves to developing computer-aided diag-

nosis (CAD) schemes based on chest radiographs, which were necessary to reduce

workloads and improve workflow in mass chest screening.

In medical images, changes of texture features often reflect the pathological changes

of the body. Therefore, texture analysis of medical images is of great significance for

the differential diagnosis of diseases. Yu et al. [4-6] detected pneumoconiosis using fea-

ture vectors gained through a gray-level histogram co-occurrence matrix on digital ra-

diographs (DRs). Katsuragawa et al. [7] developed a texture analysis method based on a

geometric pattern feature analysis method to detect interstitial infiltrates in digital chest

radiographs. A texture analysis method of liver CT images based on a spatial gray-level

dependence matrix, a gray-level run length method, and a gray-level difference method

has been proposed [8].

From a machine learning point of view, it is a key to determine if a subject has

pneumoconiosis, which is a binary classification problem. The support vector machine

(SVM) is a popular machine learning model for binary classification, and is used in

many fields as a powerful classification tool. Zhu et al. [9] differentiated benign and

malignant pulmonary nodules based on an SVM with a Gaussian kernel to evaluate the

performance of a classifier by comparing the results of an SVM-based classifier and a

model based on artificial neural networks (ANN). The results showed that the SVM-

based classifier had a better classification performance. Yuan et al. [10] used SVM to

implement cancer diagnosis and evaluate the prognosis of breast cancer patients, with

an accuracy of 96.24%, which was superior to those of other classifiers including K-

Nearest Neighbor, Probabilistic Neural Network, and Decision Tree (DT). Lu et al. [11]

proposed a topic identification approach to identify topics automatically of the health-

related messages. In terms of classification performance, an SVM model outperformed

DT and Naïve Bayes classifiers.

In this study, we extracted energy texture features from digital chest radiographs,

which were used after feature selection as the input of an SVM-based classifier. Final

SVM classifier was the ensemble of individual classifiers built dependently on individual

lung regions.
The CAD system

The CAD system for pneumoconiosis is based on the SVM algorithm. There are four

main components involved to develop the CAD scheme: lung segmentation and sub-

division, feature extraction and selection, classifier establishment and ensemble, and

model performance validation. The flowchart of the procedure is shown in Figure 1.

The segmentation of lung fields was a preprocessing step in developing the CAD sys-

tem for chest images to reduce the background interference outside lung tissues. The



Figure 1 Research procedure of the computerized diagnosis scheme described in our study.
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segmentation was performed by using the combination of the Otsu-threshold method

with morphological reconstruction. Lung fields were then divided into six regions of

interest (ROIs). Secondly, a discrete wavelet transform was employed prior to extract-

ing the energy texture features for images in each subdivided region. The calculated

features were then selected by a decision tree algorithm. Thirdly, six individual SVM

models with a linear kernel were trained respectively using the feature set derived from

each lung region to classify the ROI of a healthy subject or of a pneumoconiosis pa-

tient. SVM models built on six lung regions were assembled to obtain a classification

result for the whole image by weighted voting. The classification models were evaluated

by using a 0.632 bootstrap method.
Lung segmentation and subdivision

Different from other medical images such as CT scans or MR images, a chest radio-

graph may contain a lot of noise with various degrees of overlap among different

organs, which can have an adverse effect on lung field extraction. Therefore, we pre-

sented a proven algorithm based on the Otsu-threshold method and extracted intact

lung fields using a connected components labeling technique in our previous study

[12]. An example result of lung field segmentation is shown in Figure 2. If the pro-

posed method didn’t provide perfect segmentations for some digital radiographs (up

to about 10% of all DR images), the corrected lung contours were drawn manually by

radiologists.



Figure 2 Results of lung field segmentation using the Otsu-threshold algorithm based on
morphological reconstruction.
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Radiologists’ clinical practice showed that the first and most intuitive radiological

symptom of digital chest radiographs for pneumoconiosis is the appearance of small

opacities. The diagnosis guidance for pneumoconiosis developed by the ILO divides

each lung field into three zones: the high lung field, middle lung field and low lung

field, and the number density and area density of the small opacities are calculated in

each of the six lung regions. Categories 0 ~ III have then been defined according to the

profusion of small opacities [2,13]. To make our study more clinically meaningful the

lung fields were also divided into six zones. Feature extraction was applied in each re-

gion and each region was analyzed with a separate classifier based on these extracted

features.

The procedure of lung field division was as following: the vertical distance between

the apex and diaphragm was calculated, then the positions of horizontal lines that di-

vided each lung field into three regions with equal height were calculated, as shown in

Figure 3.
Feature extraction and selection

Feature extraction

The method of texture analysis is a two-dimensional discrete wavelet transform

(DWT). Wavelet transform can capture both frequency and spatial information and has



Figure 3 The subdivision of lung fields. The left and right lung are divided into six lung regions marked
(a) to (f). Lung region (a-c) correspond to upper, middle and lower lung field of the right lung, and region
(d-f) correspond to upper, middle and lower lung field of the left lung, respectively.
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merits of multi-resolution and multi-scale decomposition [14,15]. After decomposition

for the first time, the original image is divided into four sub-band images of equal size

of that quarter. These four images are LLi, LHi, HLi and HHi, which represent the ith

scale. The sub-band LLi represents the low-frequency sub-image, corresponding to an

approximation image, which is to be decomposed in the (i + 1)th scale; the sub-bands

LHi, HLi and HHi collectively called low-frequency sub-images correspond to detail im-

ages. In first-level decomposition, the size of the original image of size M ×N is decom-

posed into four sub-bands LL1, LH1, HL1 and HH1, of size M/2 ×N/2. After the ith-level

decomposition, the size of the three sub-bands LHi, HLi and HHi is M/2i ×N/2i [16].

The selection of the wavelet base is very important in practical applications of DWT.

When analyzing the same problem, a different wavelet basis will produce a different re-

sult. So far, there has been no good way or a unified standard to solve the problem, and

the main method used is to determine a wavelet base that is applicable for a problem

according to the error between the results derived from wavelet analysis and the theor-

etical results. In our study, we selected the well-known Daubechies as the wavelet base,

which may provide a more effective analysis than others in the scenario of image pro-

cessing. Daubechies 7 (db7) was determined by trial-and-error. Taking the resolution of

the given images used in our study into consideration, each DR image has been

wavelet-decomposed seven times (a seven-scale wavelet transform), resulting in 22

sub-bands of each image (i.e., LH1, HL1, HH1 … LH6, HL6, HH6, LL7, LH7, HL7, HH7).

Figure 4 shows the first two wavelet decompositions of the seven-scale wavelet trans-

form of a lung field image.



Figure 4 Illustration of the first two wavelet decompositions of a seven-scale wavelet transform of
a lung field image, resulting in 7 sub-bands.
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The commonly adopted texture measure indicators based on 2-D DWT are L1 norm,

energy, and entropy [17]. Results obtained from our previous study [18] showed that

the energy indicator had a higher performance for diagnosing pneumoconiosis, and

was thus adopted in the present study. In the seven-scale wavelet transform for each

DR image, the energy Ei,l for the lth sub-band image at the ith scale (l = 1 to 4 and i = 1

to 7) is calculated as follows:

Eil ¼ 1
M
2i
⋅ N
2i

XM2i
s¼1

XN
2i

t¼1

x s; tð Þ2 ð1Þ

where M and N represent the size of the original DR image and x(s, t) is the gray value

of pixel (s, t) of the image.

Feature selection

Feature selection is one of the key issues in pattern recognition, and the accuracy and

generalization capability of a classifier are affected directly by the result of feature selec-

tion. Hence, it is crucial to study the effective methods of feature selection. Presently,

there are many ways to conduct feature selection, such as Principle Component Ana-

lysis and the Relief and Genetic Algorithm [19,20]. In this paper, feature selection was

accomplished by the DT algorithm, which is well known as a kind of classification

method rather than a feature selection method [21,22].
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Essentially, the DT algorithm is a process of splitting a dataset into several subsets

with the best classification ability based on those features that may satisfy some condi-

tions. Then, every subset is refactored by these features. This process is repeated until

all subsets contain only elements of a homogeneous type or the sample size included in

each subset is smaller than some threshold. In addition to the classification results, an-

other outcome of the DT algorithm is the features involved in the dataset splitting.

These features can then be regarded as the selected features with the best classification

performance in each subset. Therefore, the DT algorithm can be used to pare down the

features, and the classifier will be built on the remaining features [23]. Figure 5 gives an

example of a decision tree for selecting 5 energy features (log-transformed) from a full

set of 7 features obtained after the first two wavelet decompositions of a lung field

image shown in Figure 4.

DT with algorithm C5.0 splits the dataset according to features that can obtain the

greatest information gain, and the splitting will cease when the number of samples to

be split is below a certain threshold. It makes the DT suitable for and robust to handle

numeric features and some missing values. In consideration of this, DT with algorithm

C5.0 was chosen as the method of feature selection in our study.
Classification based on lung regions

In the third stage, six individual SVMs with a linear kernel performed the classification

tasks using the feature sets selected from each subdivided region in each image.

The SVM was first introduced by Vapnik in the mid-1990s based on the structural

risk minimization principle, whose aim was to construct a hyperplane that maximizes

the margin between negative and positive examples. The SVM performs well in small

sample sizes and in high dimensional spaces [24].
Figure 5 An example of a decision tree for the feature selection. Five energy features (log-transformed)
are selected from a full set of seven features. There are six branch rules (corresponding to six leaf nodes)
derived from the DT involving features extracted from five sub-bands, i.e. sub-band HL2, HH2, HL1, LH2

and LL2.
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Given the training set (xi, yi), where xi ∈ Rm is an m-dimensional input vector

(i = 1, …, m), and yi∈{−1, 1} is the label of xi. SVM finds the decision surface by

solving the following optimization problem:

min
1
2

wk k2 þ C
Xm
i¼1

ξ i

 !
ð2Þ

subject to:

yi w
Txi þ b

� �
≥1−ξ i; ξ i≥0; i ¼ 1;…;m ð3Þ

where w is a weight vector and b is bias. The variables ξi are positive slack variables,

which is necessary to allow misclassification. The parameter C is a penalty value, which

seeks to penalize the decision errors when searching for the maximum marginal hyper-

plane. For a training sample x, the decision function can be given by

y ¼ f xð Þ ¼ sgn wTφ xð Þ þ b
� � ð4Þ

where Φ is the mapping function, which can make the linear learning machine work well

in a non-linear case by mapping the original input space into a high dimensional feature

space. The mapping function is defined by the kernel function: K(xi, xj) = φ(xi)
Tφ(xj). The

simplest kernel in SVM is the linear kernel, which is defined as:

K xi;xj
� � ¼ xi⋅xj ð5Þ

For an SVM with a linear kernel, the penalty factor C was the only fixed regularization

parameter. It was determined experimentally as 1000 in our work.

Classifiers ensemble

The final diagnosis result for the CAD scheme is based on the prediction result of the

SVM model per region. In addition, the combination of the six classifiers can achieve a

higher classification performance. However, one of the key problems of a classifiers en-

semble is how to set the weight of each model. In this study, the weighted voting

method was used to incorporate the regional scores into a stand-alone result.

The weight wi for region i (i = 1, …, m) is determined by Avi (the AUC value of region i)

obtained from the training phase:

wi ¼ AviXm
i¼1

Avi

ð6Þ

The final probability of a DR image being abnormal Pab is given by

Pab ¼
Xm
i¼1

wiPi ð7Þ

where Pi, ranging from 0 to 1, is the output of the SVM-based classifier for lung region

i, corresponding to the probability of a DR image being abnormal according to the tex-

ture feature of region i.
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Performance assessment and model validation
Performance assessment

In this study, classification accuracy (Acc), sensitivity (Sen), specificity (Spe), and AUC

were used as indicators to test the performance of the proposed SVM model. Acc, Sen

and Spe are defined as follows:

ACC ¼ TP þ TN
TP þ FN þ TN þ FP

� 100% ð8Þ

SEN ¼ TP
TP þ FN

� 100% ð9Þ

SPE ¼ TN
TN þ FP

� 100% ð10Þ

where TP, TN, FP and FN denote the number of abnormal cases that were correctly

classified as pneumoconiosis, the number of normal cases correctly classified as healthy

persons, the number of normal cases incorrectly classified as pneumoconiosis, and the

number of abnormal cases incorrectly classified as normal persons.

AUC is the area under the receiver operating characteristic curve, which is con-

structed by plotting pairs of Sen and one minus Spe. AUC can measure the discrimin-

ation ability of the prognostic assessments. For our study, the larger the AUC, the

better the ability of the CAD to discriminate DRs with pneumoconiosis from the nor-

mal DRs [25].

Model validation

The classification performance of each SVM model was validated by a 0.632 bootstrap

in our work.

The bootstrap method was first proposed by Efron in 1979 and usually used when

the sample size is small. The process of the bootstrap method is to sample a dataset of

n instances n times with replacement. For a particular instance, it has a probability of

1 − (1/n) of not being picked in a resampling, and therefore, has the probability of not

being picked in total n times resampling as:

1−
1
n

� �n

≈e−1≈0:368 ð11Þ

Then the approximately 36.8% of the samples which have never been picked will be

used as the testing data to validate a classifier, and 63.2% of samples which have been

picked at least once as the training data. The test data and training data do not overlap

each other. This means that the testing data will contain approximately 36.8% of the in-

stances and 63.2% for the training data [26,27].

For kth resampling with replacement, the indicator of performance evaluation, Sen,

Spe, Acc and AUC, is given by:

Rfinal kð Þ ¼ 0:632� Rtest kð Þ þ 0:368� Rtrain kð Þ ð12Þ

Where Rtest
(k) was one of the above performance indicators for the testing data, Rtrain

(k)

for the training data, and Rfinal
(k) for the total data for the kth resampling, respectively.

In this study, k was set to 100.
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After resampling with replacement 100 times, the final classification result was aver-

aged by repeating the process 100 times with different replacement samples for each

classifier.
Statistical methods

The databases were assigned to two groups: normal (n = 85) and the DRs with pneumo-

coniosis (n = 40). The texture features were extracted by using Matlab R2008a (The

Mathworks Inc., Natick, MA, USA). The SVM models were implemented by using

IBM SPSS Modeler 14 (IBM Corp., Armonk, NY, USA). The ROC analysis was performed

by using ROCKIT (Charles E. Metz, Department of Radiology, University of Chicago,

USA).
Experiment and results
Data description

We performed our procedure on 125 DRs collected from the Beijing Friendship Hos-

pital, which were composed of 85 posterior-anterior digital chest radiographs for male

normal subjects of average age of 62 years old and 40 for male pneumoconiosis patients

of average age of 61 years old, of which 20 were stage I and 20 were stage II. The diag-

nostic decision of all the 40 pneumoconiosis patients was made by an radiologist panel.

All images were digitized with a matrix of 2900 × 3000 and 15-bit gray level in the

Digital Imaging Communications in Medicine (DICOM) format. The work was approved

by the Beijing Friendship Hospital Research Ethics Committee.
Classification performance of six individual models

Performance of SVM classifiers built on the full feature set

For each lung region, 22 energy features of wavelet coefficients were calculated after

seven times wavelet decomposing, forming the full feature set. Upon the full feature

set, one SVM with a linear kernel was built for each region. After repeating resampling

with replacement 100 times, the classification performances were obtained by averaging

the results of the 100 bootstrapped samples (see Table 1). It was obvious that the SVM
Table 1 Classification performance of the individual classifier for each lung region using
the full feature set

Lung region Training dataset Test dataset

AUC Spe Sen Acc AUC Spe Sen Acc

(a) 0.932 0.885 0.852 0.877 0.855 0.805 0.776 0.791

(b) 0.961 0.991 0.682 0.891 0.884 0.928 0.699 0.826

(c) 0.996 1.000 0.976 0.990 0.688 0.788 0.474 0.682

(d) 0.824 0.833 0.655 0.778 0.742 0.763 0.594 0.710

(e) 0.924 0.902 0.766 0.854 0.834 0.838 0.699 0.791

(f) 0.722 0.570 0.791 0.648 0.563 0.531 0.728 0.592

Mean 0.893 0.864 0.787 0.840 0.761 0.776 0.662 0.732

SD 0.093 0.144 0.107 0.106 0.111 0.121 0.100 0.080

AUC = area under ROC curve; Spe = specificity; Sen = sensitivity; Acc = accuracy; SD = standard deviation.
Lung regions (a-c) correspond to upper, middle and lower lung field of the right lung, and region (d-f) correspond to
upper, middle and lower lung field of the left lung, respectively.
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built on features derived from region (c) had an almost perfect classification performance

on the training dataset and a relatively poor classification performance on the test dataset,

indicating the existence of an overfit. For the SVM from region (f), it had too low a classi-

fication performance on the test dataset, suggesting that this SVM was lacking the ability

of generalization. Therefore, SVM classifiers built from region (c) and (f) were both ex-

cluded from the individual classifiers which were going to be assembled further.

Performance of SVM classifiers built on the selected feature set

The DT algorithm was performed to form the selected feature set from the full feature

set, using training data of regions (a), (b), (d), and (e). The classification performance of

the SVM which was built on the selected feature set is shown in Table 2.

As the results indicated, the classification performances were improved in terms of

accuracy and the AUC value for all SVMs from regions (a), (b), (d), and (e) on the se-

lected feature set. For the training dataset, all AUC values were greater than 0.95, where

some of them approached one, the perfect classification performance. In addition, the

best sensitivity among the four regions for the training dataset was 0.894. The AUC

value and Sen provided essential information for further validation on the test dataset.

For the test dataset, the best AUC value of 0.939, Spe of 0.934 and Acc of 0.866 were

found in region (b), whereas the maximum Sen of 0.844 in region (a). All these num-

bers showed a great potential in the integration of the four individual classifiers.
Classification performance of the ensemble classifier

The weighting factors (0.251 for region (a), 0.254 for region (b), 0.242 for region (d),

and 0.253 for region (e)) were determined by the AUC values (as listed in the first left

column in Table 2) of the training dataset on the selected feature set according to Eq.

(6). Diagnostic performance of the integrated SVM classifier, whose output was the

weighted sum of each individual SVM classifier’s output, built on training dataset and

test dataset are listed in the last row of Table 2.

The overall performance in terms of AUC, Sen, Spe and Acc of the integrated classifier

were 0.974 ± 0.018, 0.957 ± 0.021, 0.873 ± 0.024 and 0.929 ± 0.018, respectively. No classifi-

cation performance of an individual SVM built on an individual lung region was superior

(P = 0.037, 0.603, 0.0004 and 0.087, respectively) with respect to the performance measure

of AUC (0.918 for SVM built on region (a), 0.960 for region (b), 0.878 for region (d) and

0.928 for region (e)).
Table 2 Classification performance of the individual classifier for region (a), (b), (d), and
(e) and the integrated using the selected feature set

Lung region Training dataset Test dataset

AUC Spe Sen Acc AUC Spe Sen Acc

(a) 0.986 0.832 0.894 0.852 0.879 0.753 0.844 0.786

(b) 0.997 0.996 0.737 0.910 0.939 0.934 0.738 0.866

(d) 0.953 0.811 0.724 0.782 0.835 0.762 0.623 0.711

(e) 0.994 0.971 0.800 0.913 0.889 0.880 0.697 0.817

Integrated 0.997 0.995 0.913 0.969 0.961 0.933 0.849 0.905

AUC = area under ROC curve; Spe = specificity; Sen = sensitivity; Acc = accuracy.
Lung regions (a) and (b) correspond to upper and middle lung field of the right lung, and region (d) and (e) correspond
to upper and middle lung field of the left lung, respectively.



Zhu et al. BioMedical Engineering OnLine 2014, 13:141 Page 12 of 14
http://www.biomedical-engineering-online.com/content/13/1/141
Discussion
The CAD for pneumoconiosis has attracted many researchers in the past three decades.

Yu et al. [4]. reported an accuracy of 87.7–89.2% and an AUC of 0.948–0.978. Xu et al.

[28]. distinguished 175 digital pneumoconiosis images from 252 normal ones by evalu-

ating gray-level co-occurrence matrix based features, with an accuracy of 95.5%. In

addition to the texture characteristics of the image, Okumura et al. [29]. used the

power spectrum of lung DRs after Fourier transformation, and the AUC for the detec-

tion of pneumoconiosis was 0.972. In our previous study [30], the use of texture fea-

tures extracted through a gray-level histogram and co-occurrence matrix of chest DRs

and artificial neural network with the back propagation algorithm also suggested a rela-

tively high performance for the diagnosis of pneumoconiosis. Moreover, a few investi-

gators detected pneumoconiosis by recognizing the small opacities on DRs according

to the shape and size of the ROIs. Kondo et al. [31] trained an ANN to recognize small

opacities on DRs including 12 pneumoconiosis images and 11 normal ones, showing

that the method could identify the majority. The different results reported in these

studies showed that the classification performance depends on every link of the CAD

scheme, such as the database used, the features extracted and selected, the classifier

chosen, and even the validation method when evaluating system performance.

As to the dataset used, almost all of these developed computerized schemes had one

thing in common, i.e., the DR samples used in those studies included pneumoconiosis

DRs of stage III patients. However, it is not difficult to make a diagnostic decision on

stage III pneumoconiosis based on DRs for the clinician. To build a more clinically

meaningful CAD model for pneumoconiosis, DR samples of pneumoconiosis patients

of stage III were excluded from our study. In this scenario, the diagnostic performance

for the developed CAD scheme in our study still reached a relatively high level with an

accuracy of 92.9% and an AUC value of up to 0.974. It was neither inferior nor superior

to those developed using DR samples including pneumoconiosis DRs of stage III in the

literature referenced previously. Therefore, the CAD scheme developed in this study

had potential for early diagnosis of pneumoconiosis.

With respect to the classifier chosen, the SVM is a popular learning model for applica-

tion in binary classification, and performs better when dealing with multiple dimensions

and continuous features. The classification performance of SVM is closely related to the

choice of kernel function. In this study, SVM with a linear kernel for each region based

on the selected feature set performed better than ones with a radial basis function kernel,

sigmoid kernel, or polynomial kernel. In one of our previous studies [18], using an SVM

with a polynomial kernel on full lung fields had the best performance, with an accuracy of

92.0% and an AUC value of 0.970. In this study, we used an integration method to ensem-

ble individual classifiers into a single classifier. According to the ILO guidance and a radi-

ologist’s diagnostic measurement, the lung field on DRs may be divided into six regions to

reduce the influence of superimposed anatomical structures, which tend to make the ab-

normalities difficult to distinguish. Some studies have proven that the small opacities, es-

pecially small rounded opacities, on DRs of stage I and II pneumoconiosis patients are

mainly distributed in the high and middle lung fields [32-34], which correspond to regions

(a) and (d) and (b) and (e) in Figure 3. In this study, the SVM classifiers built for regions

(c) and (f) performed poorly and were excluded from classifier assembling, which had no

impact on the performance of our CAD scheme.
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Finally, even the validation method employed in the development of a CAD scheme

has an impact on evaluating classification performance. Cross-validation including

k-fold cross-validation and leave-one-out (where k was set to 1 in a k-fold cross-

validation) was a widely used validation technique, which had been proven to have a

high variation of accuracy estimates [26]. The most popular validation method with

the least bias is the 0.632 bootstrap resampling with replacement, which was used in

our work. Both validation methods are applicable for resampling from a small-size

database, and the difference between the two methods is whether the sample

resampled from the original dataset is replaced back for subsequent resampling. The

advantage of the 0.632 bootstrap is notable in that it has the lowest root mean-

squared error; when there is only one sample set, the classification performance

based on the sample set has a higher chance of being closer to the true performance

[27]. Furthermore, with the 0.632 bootstrap, the overfitting may be avoided as effect-

ively as possible due to 100 times (and even more) resampling. In this study, repeat-

ing bootstrap resampling 100 times resulted in 100 values of a certain performance

index. The standard deviation of the 100 values can be interpreted as the standard

error (SE) of the performance index, which is usually smaller than the SE calculated

from a single sampling, giving a narrower confidence interval (CI) and a more un-

biased estimate of the performance index.

Conclusion
We have developed a computerized scheme for the detection and differentiation of

stage I and stage II pneumoconiosis patients from normal data sets based on the wave-

let transform-based energy texture features on DR chest images. The CAD scheme has

potential for the early detection of pneumoconiosis.

Competing interests
The authors declare that they have no competing interests.

Authors’ contributions
HC and KZ designed the experiment. BZ and WL performed the images analysis. QY performed the statistical analysis.
BL, BC, YX and XW analyzed the cases and images clinically. BZ, HC and KZ drafted the manuscript. All authors read
and approved the final manuscript.

Acknowledgments
This work was partially supported by the Science and Technology Project of Beijing Municipal Education Commission,
China (No. KM201110025008).

Author details
1School of Biomedical Engineering, Capital Medical University, Beijing 100069, China. 2Department of Radiology, Coal
General Hospital, Beijing 100028, China. 3Department of Radiology, Beijing Friendship Hospital, Capital Medical
University, Beijing 100053, China. 4Beijing Key Laboratory of Fundamental Research on Biomechanics in Clinical
Application, Capital Medical University, Beijing 100069, China.

Received: 8 August 2014 Accepted: 24 September 2014
Published: 2 October 2014

References

1. Chong S, Lee KS, Chun MJ, Han J, Kwon OJ, Kim TS: Pneumoconiosis: comparison of imaging and pathologic

findings. Radiographics 2006, 26:59–77.
2. International Labor Organization (ILO): Guidelines for the Use of the ILO International Classification of Radiographs of

Pneumoconiosis. Occupational Safety and Health Series, No. 22 (Rev.). Geneva Switzerland: International Labor Office;
1980.

3. Savol AM, Li CC, Hoy RJ: Computer-aided recognition of small rounded pneumoconiosis opacities in chest
X-rays. IEEE Trans Pattern Anal Mach Intell 1980, 2:479–482.

4. Yu P, Xu H, Zhu Y, Yang C, Sun X, Zhao J: An automatic computer-aided detection scheme for pneumoconiosis
on digital chest radiographs. J Digit Imaging 2011, 24:382–393.



Zhu et al. BioMedical Engineering OnLine 2014, 13:141 Page 14 of 14
http://www.biomedical-engineering-online.com/content/13/1/141
5. Yu P, Zhao J, Xu H, Yang C, Sun X, Chen S: Computer Aided Detection for Pneumoconiosis based on
Histogram Analysis. In Proceedings of the 1st International Conference on Information Science and Engineering
(ICISE). Nanjing, China: IEEE; 2009.

6. Yu P, Zhao J, Xu H, Sun X, Mao L: Computer Aided Detection for Pneumoconiosis based on
Co-Occurrence Matrices Analysis. In Proceedings of the Second International Conference on Biomedical Engineering
and Informatics. Tianjin, China: IEEE; 2011.

7. Katsuragawa S, Doi K, MacMahon H, Monnier-Cholley L, Morishita J, Ishida T: Quantitative analysis of
geometric-pattern features of interstitial infiltrates in digital chest radiographs: preliminary results.
J Digit Imaging 1996, 9:137–144.

8. Mir AH, Hanmandlu M, Tandon SN: Texture analysis of CT images. IEEE Eng Med Biol 1995, 14:781–786.
9. Zhu Y, Tan YQ, Hua YQ, Wang MP, Zhang G, Zhang JG: Feature selection and performance evaluation of

support vector machine (SVM)-based classifier for differentiation benign and malignant pulmonary nodules
by computed tomography. J Digit Imaging 2010, 23:51–65.

10. Yuan QF: Cancer Diagnosis by Using Support Vector Machine. MD Thesis. Chongqing University; 2007.
11. Lu Y: Automatic topic identification of health-related messages in online health community using text

classification. Springer plus 2013, 2:309.
12. Zhu BY, Chen H: Morphological reconstruction based segmentation of lung fields on digital radiographs.

Adv Mater Res 2013, 605:2155–2159.
13. Hering KG, Jacobsen M, Bosch-Galetke E, Elliehausen HJ, Hieckel HG, Hofmann-Preiss K, Jacques W, Jeremie U,

Kotschy-Lang N, Kraus T, Menze B, Raab W, Raithel HJ, Schneider WD, Strassburger K, Tuengerthal S, Woitowitz HJ:
Further development of the International Pneumoconiosis Classification–from ILO 1980 to ILO 2000 and to
ILO 2000/German Federal Republic version. Pneumologie (Stuttgart, Germany) 2003, 57:576–584.

14. Arivazhagan S, Ganesan L: Texture segmentation using wavelet transform. Pattern Recogn Lett 2003, 24:3197–3203.
15. Kociołek M, Materka A, Strzelecki M, Szczypiński P: Discrete Wavelet Transform –Derived Features for Digital

Image Texture Analysis. In Proceedings of International Conference on Signals and Electronic Systems. Lodz, Poland:
IEEE; 2001.

16. Wu PC, Chen LG: An efficient architecture for two-dimensional discrete wavelet transform. IEEE Trans Circuits
and Syst Video Tech 2001, 11:536–545.

17. Fukuda S, Hirosawa N: Land Cover Classification from Multi-Frequency Polarmetric Synthetic Aperture Radar
Data using Wavelet-based Texture Information. In Proceedings of IEEE International Geoscience and Remote
Sensing Symposium: 6-10 July 1998. Seattle, WA: IEEE; 1998:357–359.

18. Zhu BY, Chen H, Chen BD, Xu Y, Zhang K: Support vector machine model for diagnosis pneumoconiosis based
on wavelet texture features of digital chest radiographs. J Digit Imaging 2014, 27:90–97.

19. Kira K, Rendell LA: The Feature Selection Problem: Traditional Methods and a New Algorithm. In Proceedings of
the tenth National Conference on Artificial Intelligence: 12-16 July 1992. San Jose, CA: AAAI Press; 1992:129–134.

20. Bian ZQ, Zhang XG: Pattern Recognition 2nd ed. Beijing: Tsinghua University Publisher; 2000.
21. Quinlan JR: Induction Decision Tree. Mach Learn 1986, 1:81–106.
22. Li C, Zhi X, Ma J, Cui Z, Zhu Z, Zhang C: Performance comparison between logistic regression, decision trees,

and multilayer perception in predicting peripheral neuropathy in type 2 diabetes mellitus. Chin Med J (Engl)
2012, 125:851–857.

23. Foster KR, Koprowski R, Skufca JD: Machine learning, medical diagnosis, and biomedical engineering research
commentary. BioMed Eng OnLine 2014, 13:94–103.

24. Furkan K, Alexander S, Kivance K, Tulin E, Enis CA, Rengul C: Image classification of human carcinoma cells using
complex wavelet-based covariance descriptors. PLoS One 2013, 8:e52807.

25. Fawcett T: An introduction to ROC analysis. Pattern Recogn Lett 2006, 27:861–874.
26. Efron B, Tibshirani R: An Introduction to the Bootstrap. New York: Chapman & Hall; 1993.
27. Sahiner B, Chan HP, Hadjiiski L: Classifier performance prediction for computer-aided diagnosis using a limited

dataset. Med Phys 2008, 35:1559–1570.
28. Xu H, Tao X, Sundararajan R: Computer Aided Detection for Pneumoconiosis Screening on Digital Chest

Radiographs. In Proceedings of the Third International Workshop on Pulmonary Image Analysis, September 20, 2010.
Beijing, China: CreateSpace Independent Publishing Platform; 2010:129–138.

29. Okumura E, Kawashita I, Ishida T: Computerized analysis of pneumoconiosis in digital chest radiography: effect
of artificial neural network trained with power spectra. J Digit Imaging 2011, 24:1126–1132.

30. Cai CX, Zhu BY, Chen H: Computer-aided diagnosis for pneumoconiosis based on texture analysis on digital
chest radiographs. Appl Mech Mater 2013, 241-244:244–247.

31. Kondo K, Zhao B, Mino M: Automated Quantitative Analysis for Pneumoconiosis. In Proceedings of International
Symposium on Multispectral Image Processing: 21-23 October 1998. Wuhan, China: SPIE; 1998.

32. Cohen R, Velho V: Update on respiratory disease from coal mine and silica dust. Clin Chest Med 2002, 23:811–826.
33. Cohen RA, Patel A, Green FH: Lung disease caused by exposure to coal mine and silica dust. Semin Respir Crit

Care Med 2008, 29:651–661.
34. Castranova V, Vallyathan V: Silicosis and coal workers’ pneumoconiosis. Environ Health Perspect 2000,

108(Suppl 4):675–684.
doi:10.1186/1475-925X-13-141
Cite this article as: Zhu et al.: The development and evaluation of a computerized diagnosis scheme for
pneumoconiosis on digital chest radiographs. BioMedical Engineering OnLine 2014 13:141.


	Abstract
	Purpose
	Methods
	Results
	Conclusion

	Introduction
	The CAD system
	Lung segmentation and subdivision
	Feature extraction and selection
	Feature extraction
	Feature selection

	Classification based on lung regions
	Classifiers ensemble

	Performance assessment and model validation
	Performance assessment
	Model validation
	Statistical methods

	Experiment and results
	Data description
	Classification performance of six individual models
	Performance of SVM classifiers built on the full feature set
	Performance of SVM classifiers built on the selected feature set

	Classification performance of the ensemble classifier

	Discussion
	Conclusion
	Competing interests
	Authors’ contributions
	Acknowledgments
	Author details
	References

