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1  Introduction
Structural Health Monitoring (SHM) systems aim at identifying damage to assess the 
structural integrity and safety of a structure. Moreover, the obtained damage informa-
tion can serve as an input for Bridge Management Systems (BMSs) to guide and manage 
the maintenance activities during the service life of bridges. An SHM system can provide 

Abstract 

In bridge structural health monitoring, typically the dynamic response of the system 
is used to assess the health condition of the bridge. However, the dynamic interac-
tion between a bridge and a passing vehicle imposes non-stationarity on the system 
response, whereby the bridge modal parameters become time-dependent and detect-
ing damage, for example, based on the bridge modal parameters, becomes challeng-
ing. Dynamic vehicle-bridge interaction (VBI) responses have mainly been investigated 
for damage detection through identifying signal singularities and abrupt changes. The 
singularities are usually associated with high-frequency components (relative to the 
bridge natural frequencies), and it is demanding to isolate the damage-induced singu-
larities from those caused by either an operational condition, i.e., track irregularities, or 
noise. Unlike the high-frequency range, the influence of damage on the resonance fre-
quency of the coupled system has not been fully explored. The present study proposes 
the shape of the bridge instantaneous frequency as a damage sensitive feature in 
which the influence of the vehicle dynamics can be excluded. This study demonstrates 
the feasibility of a damage detection approach based on the bridge instantaneous fre-
quency by applying Wavelet Synchrosqueezed Transform (WSST). In this approach the 
bridge instantaneous frequency variation induced by damage is distinguished from 
the bridge instantaneous frequency variation induced by the vehicle. Several dam-
age scenarios that are implemented numerically are analyzed to verify the method’s 
performance. The results demonstrate that a high resolution instantaneous frequency 
extracted from the VBI dynamic response outperforms the resonance frequency in 
determining the local disruption, leading to detecting the damage. A Damage Index 
(DI) is also proposed as an attempt to quantify the damage severity.
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information at different levels regarding the condition of a bridge where the primary 
level is detecting damage. Several techniques have been developed for damage detection 
in bridges. The majority can be grouped into four categories. The first group involves 
model-based techniques, which are based on updating the parameters of an analytical 
or numerical model such that the model matches the real measurements (Friswell 2007; 
Farahani and Penumadu 2016; Li et al. 2013). However, these techniques are not always 
efficient because the bridges are massive structures with a complex geometry. Moreo-
ver, the accuracy of the results is dependent on the accuracy of the developed model. 
The second group contains the data-driven methods (DDMs) that are not supported by 
physical models such as neural network (Li et al. 2020; Sun et al. 2020), machine learn-
ing (Malekjafarian et  al. 2019), feature extraction and pattern recognition (Silva et  al. 
2016; Comanducci et al. 2016; Santos et al. 2017; Babajanian Bisheh et al. 2020) tech-
niques. The third group which is the traditional approach, contains the modal-based 
damage detection techniques (Doebling et al. 1998; Moughty and Casas 2017) based on 
extracting and monitoring the modal properties, which can vary due to the presence of 
damage. The fourth group contains structural health monitoring techniques based on 
time-frequency analysis of the Vehicle-Bridge interaction (VBI) response. The current 
study proposes a damage detection approach based on the instantaneous and natural 
frequency of the bridge extracted from the bridge forced and free vibration response, 
respectively. Therefore, the following literature review is on the last two groups where 
the bridge vibration, free or forced, has been utilized for damage detection.

The standard technique for modal identification is Modal Analysis (MA). Input-out-
put methods or Experimental Modal Analysis (EMA) techniques involve applying a 
known input, such as a Dirac impulse load, to the structure and measuring the vibration 
response. To create a desired forcing function, devices such as impact hammers, shak-
ers, or drop weights are required (Dilena et  al. 2015). However, they are not efficient 
and applicable for a bridge in regular operation. Then the Output-only Modal Analysis 
(OMA) is adopted for a system stationary output while the unmeasured input can be 
considered as white noise (Rainieri and Fabbrocino 2014). Hence, the response of the 
structure to an ambient excitation such as wind load or its free vibration due to a pass-
ing vehicle is suitable for OMA (Zhang and Brincker 2005; Ojeda 2012; Chang and Kim 
2016). Ambient vibration is generally of small magnitude, which cannot be helpful for all 
bridges (Cantero et al. 2016). Since EMA and OMA are not efficiently applicable for all 
bridges, railway bridges are generally monitored by extracting the bridge dynamic prop-
erties through the free vibration response, which occurs once a passing train has just left 
the bridge (Cantero et  al. 2016). However, the extracted modal parameters, using the 
bridge free vibrations, before and after the damage occurrence are global and averaged 
features that may not be sensitive to damage as a local event (Chen 2009). Most dam-
age detection researches have shown that a discontinuity appears in the forced vibration 
signal when the moving load crosses over damage (Gonzalez and Hester 2013; Meredith 
et al. 2012; Hester and Gonzalez 2012; Roveri and Carcaterra 2012; Aied et al. 2016), so 
the forced vibration response may be more sensitive to damage than the free vibration. 
The VBI response that refers to the coupled dynamic response of a bridge and a moving 
vehicle has been widely studied in the literature for damage detection in bridges by ana-
lyzing the bridge response (direct methods) or the vehicle response (indirect methods). 
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VBI has also been applied for Moving Force Identification (MFI) from a vehicle response 
or a bridge response (Obrien et al. 2015; Obrien et al. 2014). A general overview of MFI 
techniques can be found in (Yu and Chan 2007).

To narrow down, the scope of the current study is damage detection techniques for 
bridges that analyze the VBI response measured on the bridge (direct methods). In order 
to position the current study among existing techniques in scope, Table 1 summarizes 
these studies. Each approach is presented via five attributes: 1) the considered signal, 
2) the damage sensitive feature (DSF), 3) the applied signal processing method, 4) the 
way the vehicle dynamics are simulated and, 5) the validation approach. In the following, 
some of the attributes ar discussed to distinguish the proposed method.

Regarding the considered signal, Table  1 shows that the bridge time-deflection 
response (typically taken at the mid-span location) has been mostly used. However, there 
are motivations to study the bridge acceleration rather than the deflection signal. Firstly, 
it might not be possible to measure the bridge deflection signal at mid-span directly. 

Table 1  An overview of recent damage detection approaches

1 x , ẋ , ẍ and ε represent the bridge displacement, velocity, acceleration and strain response.
2 IMF: Intrinsic Mode Function.
3 DWT: Descrete Wavelet Transform, CWT: Continouse Wavelet Transform, EMD: Empirical Mode Decomposition, EEMD: 
Ensemble Empirical Mode Decomposition, MAF: Moving Average Filter, HHT: Hilbert Huang Transform

Research study Considered 
response 1

Damage 
Sensitive 
Feature 2

Applied 
technique 3

Moving object Validation

Huseynov et al. 
(2020)

ẍ rotation rotation influence 
line

series of constant 
forces

Numerically 
experimentally

Zhang et al. 
(2017)

x, ẋ , ẍ phase trajectory low-pass filter & 
moving average

constant force & 
mass

Numerically 
experimentally

He and Zhu 
(2016)

x moving fre-
quency

DWT constant force & 
vehicle

Numerically

Aied et al. (2016) ẍ discontinuity in 
IMF

EEMD a constant force Numerically

Yu et al. (2016) x Wavelet coef-
ficient

CWT​ a constant force Numerically 
experimentally

Nguyen (2013) x instantaneous 
frequency

CWT​ a half-vehicle Numerically

Gonzales and 
Hester (2013)

ẍ mid-span ‘static’ 
deflection and 
acceleration

MAF a constant force 
& a vehicle

Numerically

Khorram et al. 
(2013)

x Wavelet coef-
ficients

CWT & Factorial 
Design

a constant force Numerically

Zhang et al. 
(2013)

ẋ wavelet coef-
ficient

CWT​ a constant force Numerically

Hester and Gon-
zalez (2012)

ẍ wavelet coef-
ficient

CWT​ a constant force Numerically

Meredith et al. 
(2012)

ẍ high peaks in 
IMFs

MAF followed by 
EMD

a constant force Numerically

Roveri and Carca-
terra (2012)

x instantaneous 
frequency

HHT constant force Numerically

Pakrashi et al. 
(2009)

ε Wavelet coef-
ficient & Wavelet 
phase

CWT​ vehicle Numerically 
experimentally

Zhu and Law 
(2006)

x Wavelet coef-
ficient

CWT​ constant force Numerically
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Secondly, in comparison with the deflection signal, the bridge acceleration signal is more 
sensitive to damage (Hester and Gonzalez 2012). The acceleration signal contains more 
information about damage as well as noise, making it challenging but also valuable to 
analyze. Therefore, measuring the bridge acceleration is considered more practical than 
measuring the bridge deflection.

Regarding the applied technique Table 1 shows that Empirical Mode Decomposition 
(EMD) (Meredith et  al. 2012) and Ensemble Empirical Mode Decomposition (EEMD) 
(Aied et al. 2016) were applied to the acceleration response of the damaged bridge mod-
els induced by a constant moving force. They aimed to capture the singularities that 
appeared in a series of Intrinsic Mode Functions (IMFs) corresponding to high-fre-
quency components. Table 1 further shows that Continuous Wavelet Transform (CWT) 
is one of the most applied methods, since the basic principle of the wavelet-based dam-
age detection techniques is detecting singularities, and abrupt changes (Pakrashi et al. 
2007). Hester and Gonzalez (2012) applied CWT to a modeled bridge acceleration 
response and concluded that in the coefficient matrix, the damaged strips have a higher 
energy content than the healthy strips if the frequencies are distant from the natural fre-
quencies. Later, they (Gonzalez and Hester 2013) assumed that the damage was already 
detected, and they investigated how a singularity changes with damage location and 
severity. Regardless of the applied method, a commonality among the above methods 
is the DSF is based on singularities that appear in the response of a damaged structure, 
but do not exist in its healthy response (Gonzalez and Hester 2013). The singularities 
are usually associated with high-frequency components (in comparison with the bridge 
natural frequencies), and it is demanding to isolate the damage-induced singularities 
from those caused by either an operational condition (track irregularities) (Zhai and Sun 
2008) or noise (Zhang et al. 2017). This might be a reason why they are efficient for sim-
ulated signals or laboratory experiments but not for field applications.

Moreover, in most of the above studies, the vehicle is mainly modeled as a constant 
force, whereas the vehicle-bridge dynamic interactions are completely excluded. Those 
studies that utilized vehicle models did not explicitly investigate the influence of the 
vehicle on the system response and the damage detection approach. In general, a mov-
ing force model is suitable for the cases where either the weight of the vehicle is much 
smaller than the bridge or the effect of the dynamic behavior of the vehicle is not of 
interest (Zhai et al. 2019). For trains, it is known that the train weight is not negligible 
and the trains thus affects the dynamic properties of the VBI system (He et  al. 2011). 
Therefore, for the current study, the vehicle is modeled as a point mass to include the 
influence of the vehicle mass on the system dynamics response.

To overcome the limitations as mentioned above, the feasibility of a damage detection 
concept based on the following axioms will be studied;

•	 The bridge free vibration mainly reflects the global dynamics properties, which may 
overshadow a small and local variation triggered by the passing vehicle and captured 
by the vehicle-bridge coupled dynamic response.

•	 A damage-induced singularity originates from a sudden stiffness change between 
two bridge elements once the vehicle passes over a damaged element. This sudden 
stiffness change causes a deviation in the time-dependent resonance of the system.



Page 5 of 27Mostafa et al. Advances in Bridge Engineering            (2022) 3:12 	

•	 A passing vehicle, depending on its (dynamic) properties, can affect the bridge res-
onance frequencies. Thus, upfront the damage investigation, the bridge forced and 
free vibrations are required to identify their frequency difference in a healthy state.

•	 The vehicle is modeled as a point mass to impose the bridge resonance frequency 
change due to the operational condition (i.e. added mass) as occurs in practice.

•	 a high-resolution time-frequency analysis technique is required to extract the 
VBI system’s time-dependent resonances as accurately as possible. Wavelet Syn-
chroSqueezed Transform (WSST) is used for the current study as its performance 
has been investigated and validated (Mostafa et al. 2021).

The following section will explain the methodology in three steps: 1) phase separation, 
2) frequency extraction and, 3) frequency analysis. A numerical model has been used 
to validated the complete damage detection approach, which is presented in Section 2. 
The results are discussed in Section 4, and the final section provides the conclusions. It 
is worth mentioning that a large amount of vibration data of a real bridge, the Boyne via-
duct is available. The bridge condition is considered healthy due to recent refurbishment 
activities. Therefore, the first two steps, the phase separation and the frequency extrac-
tion, have been verified with the field measurement data of the Boyne viaduct.

2 � Methodology
Generally, a bridge vibration response due to a passing train contains three phases: 1) 
the entrance phase, 2) the traverse phase, and 3) the leaving phase. The entrance phase 
covers the period right before the train enters the bridge, and the part of the vibration 
signal associated with this phase is not investigated in this paper. The traverse phase is 
the period that the train is either partly or entirely on the bridge, and the leaving phase 
is the period right after the train has left the bridge. The traverse and the leaving phase 
correspond to the bridge forced and free vibrations, respectively. The traverse phase is 
known as the vehicle-bridge interaction response (VBI), representing the response of the 
coupled system of both bridge and vehicle.

The flowchart of the conventional damage detection technique based on monitoring 
the variation of the bridge natural frequency is presented in Fig. 1 where fb and fm are the 
baseline and the measured bridge natural frequency extracted from the leaving phase 
response.

It is known that a discontinuity emerges in the response when the moving mass 
crosses a damaged element. Both the traverse and the leaving phase signals contain local 
and global information. However, the global properties dominate in the leaving phase, 
whereby slight variations induced by damage may be overshadowed. Therefore, the trav-
erse phase is believed to be more sensitive to damage than the free vibration response. 
The flowchart of the proposed concept presented in Fig.  2 shows that the proposed 
method extends the traditional method by including both the traverse phase and the 
leaving phase response and accordingly utilizing the bridge instantaneous and natural 
frequency respectively.

The challenge of utilizing the traverse phase response is that the traverse phase, in 
addition to damage, is also sensitive to the operational conditions. Therefore, the pro-
posed algorithm for a VBI system starts by setting a baseline instantaneous frequency 
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extracted from the bridge traverse phase, Fb for a passing vehicle type. If different types 
of trains pass the bridge, a train type should be defined as the target vehicle to set Fb . A 
parallel study is investigating the definition of the target vehicle type, which is out of the 
scope of the current study. The traverse phase provides a baseline for a healthy bridge. 
An instantaneous frequency extracted from a measured traverse phase response, Fm , 
can then differ from Fb due to; 1) a variation of the operational conditions or 2) the pres-
ence of damage. Therefore, the source of the instantaneous frequency difference must 
be identified first. The shape correlation ρ and the magnitude variation δ are proposed 
to identify the source of Fb variation. If the difference is caused by damage, then δ can 
be used as damage index. The proposed damage index is an attempt to quantify dam-
age severity. Moreover, the local baseline deviation around the damage location shows 
the potential of the proposed method for damage localization. However, the focus of the 
current study is on detecting damage. Damage localization and damage quantification 
are out of the scope of the current study. The proposed concept is presented in three 
analysis steps; 1) phase separation, 2) frequency extraction, 3) frequency analysis.

2.1 � Phase separation

Phase separation refers to splitting the entire response into the entrance, traverse, 
and leaving Phase responses. As these phases represent different systems with differ-
ent dynamics properties, the phase separation step is of paramount importance. Even 
though phase separation is relatively straightforward, it is a foundational block of the 

Fig. 1  The flowcharts of the damage detection techniques based on the bridge natural frequency extracted 
from the leaving phase
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proposed concept. The phase separation step is performed based on the position of a 
train on the bridge, see Fig. 3.

The traverse phase starts when the first wheel set of the train enters and ends when the 
last wheel set leaves the bridge. This phase describes the forced response of the bridge 
due to the moving train, including the train-bridge dynamic interaction. The leaving 
phase is the free vibration of the bridge. Figure 3 shows a schematic view of the phase 
separation for a sample signal. This signal was measured by an accelerometer installed at 
mid-span of the Boyne viaduct in Ireland (Connolly et al. 2017). It can be seen that there 
is no visible sign in the time signal on when the train enters or leaves the bridge mean-
ing that the phase separation is not straightforward for field data. The exact moments of 
the entrance and exit of the train can be identified by knowing the train velocity and the 
location of the accelerometer. The train velocity calculation can be carried out in several 
ways. In this study, it is obtained from the driving frequency, fdr=Vvehicle/Lbridge which is 

Fig. 2  The flowcharts of the damage detection techniques based on the VBI system instantaneous 
frequency extracted from the traverse phase
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present in the frequency content of the bridge dynamic response (Lu et al. 2012). The 
driving frequency is the inverse of the time that a train with a velocity V needs to pass a 
bridge with a length of L. By extracting the driving frequency for a bridge with a known 
length, the average vehicle velocity can be calculated.

2.2 � Frequency extraction

The most challenging step of this methodology is the frequency extraction. Although the 
traverse and the leaving phase both contain the bridge response, they represent different 
systems. The traverse phase contains the response of the vehicle-bridge coupled system 
where the time-dependent mass distribution on the bridge leads to a time-variant sys-
tem, whereas the leaving phase, as the bridge free vibration, represents a time-invariant 
system. In other words, the dominant frequency components of the leaving phase are 
the bridge natural frequencies, whereas the traverse phase contains the time-dependent 
frequency components that originate from the bridge, the vehicle, and the track vibra-
tion. The first challenge of the time-frequency analysis of the traverse phase, knowing 
that a VBI response contains closely-spaced spectral components due to the vehicle-
bridge dynamic coupling (Connolly et al. 2015), is to distinguish the bridge resonance 
from other resonances. A reliable and efficient approach is first to extract the bridge 
natural frequency from the leaving phase and then trace it back in the traverse phase. 
The bridge natural frequency extracted from the leaving phase is used as the reference 
to trace the VBI system time-dependent resonance corresponding to the bridge natu-
ral frequency. Including both the traverse and the leaving phase response and analyzing 
them individually as two separate systems is an essential base of the proposed concept to 
distinguish the bridge resonances from the system resonances.

The second challenge of the time-frequency analysis of the traverse phase is to extract 
the time-dependent resonance of the bridge as accurate as possible. A high-resolution 
and sharp time-frequency representation may reflect more information about a local 

Fig. 3  Schematic view of the phase separation
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signal disruption than a low-resolution or blurry time-frequency representation. There-
fore, a high resolution time-frequency method is required to extract the instantaneous 
frequencies of the vehicle-bridge interaction response. The performance of Empirical 
Mode Decomposition (EMD), Local Mean Decomposition (LMD), The Continuous 
Wavelet Transform (CWT) and the Wavelet SynchroSqueezed Transform (WSST) has 
been investigated and it has been concluded that among the aforementioned methods 
WSST can separate the time-dependent resonances of the VBI system and capture the 
time-dependent variation of the resonances of the system without the prerequisite for 
the signal to be mono-component (Mostafa et  al. 2021). Moreover, the performance 
of WSST has been validated for the field data of Boyne bridge in previous work of the 
authors (Mostafa et al. 2021). In the following WSST is presented briefly.

The continuous wavelet transforms the one-dimensional time signal x(t) into a two-
dimensional quantity, W(a,b), where a and b are the translation and the scale variables 
respectively and the function ψ is called the ‘mother’ wavelet.

However, the time frequency representation is somewhat blurred since W(a,b) 
is spread out over a region around a on the time-scale (Daubechies and Maes 1996). 
Daubechies and Maes (1996) observed during the time-frequency analysis of audio sig-
nals for speaker identification that, the oscillatory behavior of the signal at time b indi-
cates the original frequency ω, despite the fact that W(a,b) is smeared out in a (scale), 
regardless of the amplitude of a. The process of synchrosqueezing tries to make the 
resulting time-scale image of CWT more precise.

In summary, WSST (Daubechies et al. 2011) has three steps. Step one is calculating 
the continuous wavelet transform of a time signal, x(t) by Eq. 1. Step two is calculating 
the instantaneous frequency by:

where the frequency variable ωx and the scale variable a are binned and computed only 
at discrete values ak, with ak−ak−1=(Δa)k. The third step is to re-assign the scale variable 
a to the frequency variable ω by calculating the Synchrosqueezed transform, Tx as:

The transform function Tx(ωl,b) is determined over time, only at the centers ωl of the 
subsequent bins 

[

ωl −
1
2
�ω,ωl +

1

2
�ω

]

 , with Δω=ωl−ωl−1.

2.3 � Frequency analysis

The extracted instantaneous frequency from the traverse phase provides a baseline for a 
healthy bridge. The bridge instantaneous frequency extracted from a measured response 
can deviate from the baseline due to variation of the operational conditions or due to the 
presence of damage. It is worth noting that the frequency variation due to the seasonal 
effect is not investigated in this study. The operational conditions are commonly considered 

(1)Wx(a, b) = x(t)a−1/2ψ
t − a

b

(2)ωx(a, b) =

∂Wx(a,b)
∂b

2π iWx(a, b)

(3)Tx(ωl , b) = (�ω)−1
∑

ak
W (ak , b)a

−3/2

k (�a)k
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to be the length, mass, and velocity of the vehicles. For the current study, however, only the 
vehicle’s mass is investigated as a variable operational condition since its influence on the 
bridge frequency is well known. Although the vehicle’s mass and the damage can both affect 
the traverse phase response, their impacts are on different scales. The operational condition 
affects the bridge instantaneous frequency globally, whereas the damage imposes a local 
variation in the bridge instantaneous frequency. Once the moving mass crosses a damaged 
section with a lower stiffness, a discontinuity appears in the response. This local discontinu-
ity causes the instantaneous frequency deviation. The proposed damage detection method 
is based on the deviation of the baseline instantaneous frequency ( Fb ) by calculating two 
features; 1) the baseline shape correlation, ρ and, 2) the magnitude variation, δ. In statistics, 
the Pearson correlation coefficient calculates a linear correlation measure between two data 
sets. The baseline shape correlation calculates the global shape correlation between a meas-
ured instantaneous frequency ( Fm ) and the baseline instantaneous frequency ( Fb).

where μ and σ are the mean and standard deviation of the instantaneous frequency as 
a time series with n samples (Kirch 2008). A low correlation coefficient suggests a con-
siderable difference in shape and therefore, a local variation of the bridge instantaneous 
frequency, which can indicate damage. On the contrary, a change in operational or environ-
mental conditions can also lead to a change in the response, but this will be a more global 
change which leads to a high correlation coefficient. However, a small amount of damage 
may not lead to a low correlation coefficients. Therefore, the magnitude variation, as the 
second feature, is introduced to quantify the deviation of the measured instantaneous fre-
quency, Fm from the baseline instantaneous frequency, Fb.

where fb refers to the bridge fundamental frequency, which is constant in time and a sca-
lar value. Whereas the instantaneous frequency of the traverse phase yields a curve indicat-
ing that the bridge resonance continuously changes in time depending on the location of 
the moving mass. The denominator of Eq. 5 calculates the area bounded by Fb and fb for 
the intact bridge. It, therefore, corresponds to the variation of the baseline instantaneous 
frequency of the intact bridge induced by the operational condition. Once the instantane-
ous frequency of a measured response differs from the baseline, which would be the case 
when damage is present, then the bounded area between Fb and Fm is a nonzero value that 
quantifies the magnitude variation and it can be a negative or positive value.

3 � Numerical model
Although a large amount of vibration data is available for the Boyne bridge, the 
measurements are not applicable for the validation of the proposed damage detec-
tion approach, as recent refurbishments have removed all damage that was potentially 
present. Hence, to verify the proposed approach, a bridge is modeled numerically.

(4)ρ(Fb,Fm) =
1

n− 1

n
∑

i=1

(

Fb,i − µFb

σFb

)(

Fm,i − µFm

σFm

)

(5)δ(Fb,Fm) =

∑n−1
i=1

[

(Fb,i + Fb,i+1)− (Fm,i + Fm,i+1)
]

∑n−1
i=1

[

(Fb,i + Fb,i+1)− 2fb
]
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All finite element simulations are conducted in two-dimensional space in ABAQUS 
where the analysis scheme is chosen to be the Newmark implicit time integration, 
assuming an average acceleration during each time step. Linear Timoshenko beam 
elements were used. The bridge model (the center part of 50 m) has 200 beam ele-
ments of 1 m thickness and 0.5 m width with Young’s modulus of E=210 GPa, density 
of ρ=7860 kg/m3. The fundamental frequency of the bridge model is 2.1 Hz. Accord-
ing to Eurocode EN 1991-2 (2003) the bridge fundamental frequencies for a span 
length between 20-100 m are in the range 1.7-4 Hz. The bridge model parameters are 
adopted from (Zhu and Law 2006; Mahmoud 2001) where the bridge length and its 
fundamental frequency are in the acceptable range. Damping is modeled by imple-
menting Rayleigh damping with the coefficients of α=0.001 and β=0.001. The bench-
mark simulation corresponds to a point mass equal to 10% of the bridge mass which 
slides with a speed of 5 m/s over the bridge. The mass slides through a node to surface 
interaction, while a hard contact model is used (Saleeb and Kumar 2011).

The bridge model is modified to obtain the bridge free vibration, while the mass 
is not present on the bridge. To this end, an approaching and leaving length are 
added before and after the bridge to properly locate the mass during the forced and 
free vibration phases. The length of the approaching and the leaving parts are 25m 
and both are modelled with beam elements that are clamped in all their nodes. The 
approaching part is not strictly necessary, but it is used to provide symmetry to the 
structure.

To calculate the bridge acceleration, three dynamic analysis steps are implemented, 
corresponding to the mass approaching, crossing and leaving the bridge, representing 
the entrance, traverse and the leaving phase displayed in Fig. 3.

The stiffness (or equivalently the elastic modulus E) of the elements at the damage 
location is reduced (Zhang et al. 2017) to implement damage on the bridge. The loca-
tions L/2 and 3L/4 are selected to introduce the damage. Two types of damage with 
different severity are investigated based on the assessment of Boyne viaduct as a case 
study (Connolly et al. 2017). For the first type, damage grows locally, similar to pitting 
corrosion or a loose connection. This phenomenon is implemented by reducing the 
stiffness of a single element. For the second type, the damage propagates along the 
elements, similar to general corrosion. This damage is implemented by reducing the 
stiffness of multiple elements around the damage location (Fig. 4).

In addition to the baseline simulation, four groups of simulations are executed to ver-
ify the proposed approach for various operational conditions and health states. In the 
first group, moving masses equal to 5%, 15%, 20%, and 25% of the bridge mass are used, 
and the bridge is considered healthy. In the second group, local damage is implemented 
with different severities at location L/2 (mid-span). In the third group, the location of the 

Fig. 4  Schematic of the numerical model, showing the 50 m span and 25 m approaching and leaving 
sections
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damage is moved to 3L/4. Group four is implemented to investigate propagated damage 
around the bridge mid-span. Table 2 provides an overview of the four groups of simula-
tions that aim at investigating the sensitivity and performance of the proposed damage 
detection approach for various VBI system states.

4 � Results and discussion
4.1 � Baseline simulation

The bridge forced, and free vibration responses are calculated using the proposed VBI 
model according to the baseline simulation in Table 2. The first Eigen frequency of the 
bridge model obtained in Abaqus is 2.1 Hz. This frequency matches well with the ana-
lytical value of 2.08. Moreover, to verify WSST, as the accuracy of the applied technique, 
the bridge frequency extracted from the leaving phase by applying WSST is equal to 2.1 
Hz, which is well matched with the analytical value.

Figure 5 shows the simulated VBI system response evaluated at the bridge mid-span 
for the baseline simulation.

The moving mass induces non-stationarity into the signal, meaning that the bridge 
fundamental frequency changes in time. The bridge frequency variation is not visible in 
the time signal, since the variation is small. The figure looks very similar to a typical field 
measurement on a bridge where the level of the bridge acceleration and also the noise 
during the traverse phase are higher than in the leaving phase. The high frequency com-
ponent appearing in the traverse phase is an artificial effect of the numerical simulation 
that corresponds to the inverse of the time taken by the mass for passing a numerical 
grid. This effect does not exist in the field data. However, usually bridge vibration field 
data looks noisy due to the vibration traces of the train and the track components. The 

Table 2  The healthy and damage scenarios that have been investigated numerically

Test case Vehicle-bridge mass 
ratio (%)

Stiffness reduction 
(%)

Damaged 
element 
(No.)

Baseline simulation

1 10 - -

Variable operational condition

2 5 - -

3 15 - -

4 20 - -

5 25 - -

Damage type 1 at L/2

6 10 30 1

7 10 50 1

8 10 70 1

Damage type 1 at 3L/4

9 10 30 1

10 10 50 1

11 10 70 1

Damage type 2 around mid-span

12 10 30 2

13 10 30 3
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first step of the proposed approach, as presented in the Section  2.1, is required since 
the bridge forced and free vibration responses are in practice not recognizable from the 
time domain signal as presented in Fig. 3. However, this is not the case for the numerical 
simulation where the entrance, traverse and the leaving phase response are implemented 
in three different analysis steps. The signal for the entrance phase is a zero acceleration 
vector which is not plotted and not used for this study. The traverse phase and the leav-
ing phase will be analyzed based on the proposed approach in the Section 2.

Fig. 5  The forced (traverse phase) and the free (leaving phase) vibration of the baseline simulation response 
calculated at the bridge mid-span

Fig. 6  The instantaneous frequency of the healthy bridge extracted by WSST from (a) the traverse phase, (b) 
the leaving phase
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The second step is to extract the bridge fundamental frequency by applying WSST to 
the signal of the leaving phase. Fig. 6 is the time-frequency representation of the leaving 
phase response. This representation shows the distribution of the energy over the fre-
quency range at each time instance.

It shows the bridge frequency is constant at 2.1 Hz as expected for a stationary signal. 
WSST is then applied to the traverse phase response to trace back the frequency compo-
nent of 2.1 Hz during the traverse phase. The time frequency representation of the trav-
erse phase is shown in Fig. 6. The bridge instantaneous frequency as a time-frequency 
array can be obtained by extracting the frequency ridge. The bridge baseline instantane-
ous frequency, Fb is presented in Fig. 7 in blue.
Fb is presented for the time period 1-9 s instead of 0-10 s. The reason is to avoid signal 

end effects which might cause disruption of the frequency ridge. It can also be observed 
that the time frequency array is step-wise rather than continuous due to the limited fre-
quency resolution of the WSST results. Fb as presented in Fig. 7 displays that the bridge 
resonance when the vehicle passes the bridge mid-span (t=5 s) is 1.9 Hz. It shows that 
the operational condition (added mass) has indeed reduced the bridge natural frequency 
by 9.5%.

4.2 � Variable operational condition

Up to this stage, the first test case is performed, and the system baseline frequency vari-
ation corresponding to the healthy state of the bridge is provided. It has already been 
mentioned that the resonances of a VBI system can deviate from the baseline either due 
to the dynamic interaction between the sub-systems or due to damage. In this section, 
test cases 2-5 are defined such that the mass, as the operational condition, is changed to 
0.5, 1.5, 2, and 2.5 times the value used in the baseline simulation (test case 1). Figure 7 
shows the extracted instantaneous frequency for the baseline and variable operational 
condition test cases.

Fig. 7  The instantaneous frequency of the bridge forced response induced by different vehicle mass
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It can be clearly seen that the mass change leads to a different system and, subse-
quently, a different time-frequency content compared to the baseline. Moreover, it can 
be seen that the curvature of the instantaneous frequency of the systems corresponds to 
the vehicle mass ratios. In Fig. 7, the top instantaneous frequency (plotted in red) is for 
the system with the lowest vehicle-bridge mass ratio (5%) and the bottom one (plotted in 
green) is for the system with the highest vehicle-bridge mass ratio (25%).

For a test case, once the obtained instantaneous frequency, Fm is different from the 
baseline instantaneous frequency, Fb the shape correlation, ρ and the magnitude vari-
ation, δ should be investigated. ρ and δ are calculated for Fb and Fm for a test case by 
utilizing Eqs. 4 and 5 respectively. For the variable operational condition test cases (2-5) 
with the mass ratios of 5%, 15%, 20%, and 25% the shape correlation coefficients are 
equal to 0.94, 0.98, 0.97, 0.97 respectively and the magnitude variation yielding the val-
ues -0.56, 0.35, 0.91 and 1.14 respectively. Apart from test case 2, for test cases 3-5, the 
shape correlation coefficients are larger than 0.97 and the magnitude variation values 
are larger than 0.2. For the intact bridge, when the vehicle mass changes Fb is affected 
globally as displayed in Fig. 7. Therefore, The magnitude variation which calculates the 
bounded area between Fb and Fm (Eq. 5) becomes a larger value in comparison with a 
local Fb deviation like damage. It can be concluded that the high correlation coefficients, 
ρ≥0.97 and a relatively large magnitude variation, δ≥0.2 imply that the source of the fre-
quency change is the operational condition.

The shape correlation of test case 2 is 0.94 which is lower than the shape correlation 
coefficients of test cases 3-5 and the magnitude variation is negative. The denominator 
of Eq. 5 is always a positive value, however, the numerator can be negative or positive 
depending on Fb and Fm . For the second test case the mass ratio (5%) is smaller than 
the mass ratio of the baseline test case (10%). As displayed in (Fig. 7), Fm for test case 2 
appears above the baseline, Fb and accordingly, the magnitude variation becomes neg-
ative. A negative magnitude variation implies a change in operational condition or an 
increase of the system stiffness which is not expected in the case of damage. Therefore, 
regarding the 13 test cases of the current study, the source of the baseline deviation for 
test case with negative magnitude variation is the operational condition.

4.3 � Variable damage severity at the bridge mid‑span

This section investigates test cases 6-8 corresponding to three damage scenarios. The 
scenarios are defined such that the bridge mid-span element is damaged with different 
severity levels. All the steps of the proposed approach are performed, and Fm for each 
damage case is presented in Fig. 8.

It can be seen that for the 30%, 50% and 70% damage, Fm deviates from Fb around the 
time when the moving mass crosses the damaged element. The correlation coefficients, 
ρ for the test cases corresponding to the 30%, 50%, and 70% damage cases are 0.98, 0.92, 
and 0.90, respectively. Fm of the first damage case still highly correlates with the baseline 
due to the small amount of damage. Therefore, the shape correlation is not sufficient to 
reveal the source of the baseline deviation. The baseline magnitude variation is required. 
δ for test cases 6-8 are equal to 0.08, 0.30, and 0.48, respectively.

Figure 9 displays the shape correlation and the magnitude variation for all test cases. 
Test case 6-8 are displayed with red marker in Fig. 9. In Fig. 9 different test scenarios 
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are displayed in different colors, and the marker size corresponds to the damage size. It 
can be seen that by increasing damage, the shape correlation decreases, and the magni-
tude variation increases. However, the scale of the increase in magnitude variation for 
the damaged cases (test cases 6-8) is different from those for variable operational condi-
tions (test cases 1-5). A small magnitude variation implies a local variation like damage. 
In contrast, a relatively large magnitude variation, δ≥0.2 is caused by the operational 
condition where the baseline instantaneous frequency changes along the entire bridge 
span. For example, consider test case 3, where the vehicle mass is changed, and test case 
6, when the bridge mid-span element is damaged. For both test cases, the shape cor-
relation value is the same and equal to 0.98. However, the magnitude variation for test 

Fig. 8  The bridge baseline Fb and Fm s for the bridge having damage at L/2 caused by various damage 
severity levels

Fig. 9  The magnitude variation and the shape correlation for the damaged test cases and the variable 
operational conditions test cases
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case 2, where the vehicle mass is changed, is 0.35, and it is much larger than 0.08, the 
magnitude variation of test case 6, where the bridge is damaged at mid-span. Therefore, 
for the cases where the shape correlation, ρ is greater or equal to 0.97 the magnitude 
variation, δ is the determining factor. For the damage cases, by increasing the damage, 
ρ decreases and δ does not strongly increase as displayed by the steep trend line with 
pink background in Fig. 9. However, for the healthy bridge by increasing the operational 
condition, ρ remains high (ρ≥0.97) and δ continues to increase (δ≥0.2) displayed by the 
near horizontal trend line with yellow background in Fig. 9. For a case with high shape 
correlation (ρ>=0.97) and small magnitude variation (δ<0.2), where the two background 
colors overlap in Fig. 9, the method cannot distinguish if the baseline deviation is caused 
by change in operational condition or damaged. That is the limit of the sensitivity of the 
proposed method.

4.4 � Variable damage severity at the bridge three‑quarter

The objective of this part is to investigate the performance of the proposed damage 
detection technique for the cases where the damage location is far from the sensor node, 
which in this case is assumed to be located at mid-span. Test cases 9-11 are investigated 
in this section, where the damage size and severity are similar to the previous section. 
The only difference is that the damage is relocated to 3L/4 of the bridge span while the 
measurement point of the vibration is at the bridge mid-span. The damage location is 
12.5 m (25% of the bridge span) away from the measurement point. The instantaneous 
frequency corresponding to each damage severity is extracted and displayed in Fig. 10. 
The correlation coefficients corresponding to the 30%, 50% and 70% damage at 3L/4 
are equal to 0.99, 0.98 and 0.96. The correlation coefficients for the damage cases at the 
three-quarter span length of the bridge are higher than the shape correlation for the 
damage cases at the bridge mid-span. It is explained by the distance between damage 
and observation point and by the fact that the change of the baseline frequency is already 
smaller at that location. Since the first vibration mode of the bridge has its maximum 
deflection at the mid-span, the mid-span will also be the most sensitive place to capture 

Fig. 10  The bridge baseline Fb and Fm s for the bridge having damage at 3L/4 caused by various damage 
severity levels
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the dynamic variation properties. The performance of the method can be improved in 
the future by adding more sensors.

The magnitude variation values for test cases 9-11 are 0.02, 0.04, and 0.09, where the 
small magnitude variation values imply the local variation like damage. For example, 
consider test case 3 and 10, where the shape correlation for both is 0.98. However, the 
magnitude variation of test case 3 corresponding to the change of operational condition 
is 0.35, which is much larger than 0.04, the magnitude variation of the damaged bridge. 
Therefore, the baseline frequency deviation is caused by damage when a combination 
of a decrease in correlation coefficient and a limited magnitude variation occurs. It can 
be concluded that even for the cases where the damage is relatively small and far from 
the bridge mid-span, the proposed method can still properly detect the different damage 
severity levels.

4.5 � Variable damage length at the bridge mid‑span

This final subsection aims at investigating an extended damage scenario around mid-
span. To do so, the 30% stiffness reduction at the mid-element is extended to two and 
three adjacent elements. For each case, the instantaneous frequency is plotted in Fig. 11.

The results of test cases for the propagated damage at the bridge mid-span are plot-
ted in green in Fig. 9. The shape correlation coefficient values for test cases 6,12, and 13 
corresponding to the bridge having one, two, and three damaged elements at the bridge 
mid-span are 0.98, 0.95, and 0.92. The magnitude variation values for test cases 6, 12, 
and 13 are equal to 0.08, 0.18, and 0.35. For test cases 12 and 13, the shape correlation 
is smaller than 0.97, implying that the baseline instantaneous frequency deviates due to 
damage. For test case 6, where the shape correlation is high, 0.98, the magnitude varia-
tion is 0.08, and it is smaller than 0.2. Therefore it represents a damaged bridge.

Fig. 11  The bridge baseline Fb and Fm s for the bridge having various sizes of damage around L/2
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5 � Summary
The results of the two proposed features; the shape correlation (ρ) and the magnitude 
variation (δ) between the baseline ( Fb ) and a measured instantaneous frequency ( Fm for 
test cases 2-13 are summarized in Table 3. Figure 9 shows the magnitude variation ver-
sus the shape correlation for all test cases. It can be seen that the pattern of the results 
of the damaged cases is different from the cases with varying operational condition. The 
vehicles with different masses are displayed with the black circles where the increasing 
size of the marker implements the increase of the mass ratio from 10% to 15%, 20% and 
25%. By increasing the mass ratio, the magnitude variation increases where the shape 
correlations are about 0.98. Regarding the damage cases, it can be seen that by increas-
ing damage severity or length, the shape correlation coefficient decreases, whereas, the 
magnitude variation remains relatively low. Moreover, the shape correlation coefficients 
for the damage cases at the three-quarters length of the bridge are higher than the shape 
correlations coefficients for the same amount of damage but at the bridge mid-span.

6 � Performance of the wSST versus fFT and cWT
A comparison between the proposed approach and the conventional technique, using 
the FFT of the leaving phase response, is performed to demonstrate the first three axi-
oms of the proposed method addressed in the 1. Conventionally, the change in the 
natural frequencies of the bridge obtained from the free vibration response is used as 
an indication of damage. Figure 12b shows that the bridge natural frequency does not 
change for different vehicle masses, whereas a slight frequency reduction for the most 
severe damage case can be seen in Fig. 12d.

Table 3  The healthy and damage scenarios that have been investigated numerically

Test case Vehicle-bridge 
mass ratio (%)

Stiffness 
reduction (%)

Damaged 
element (No.)

ρ δ

Baseline simulation

1 10 - - 1 0

Variable operational condition

2 5 - - 0.94 -0.56

3 15 - - 0.98 0.35

4 20 - - 0.97 0.91

5 25 - - 0.97 1.14

Damage type 1 at L/2

6 10 30 1 0.98 0.08

7 10 50 1 0.92 0.30

8 10 70 1 0.90 0.48

Damage type 1 at 3L/4

9 10 30 1 0.99 0.02

10 10 50 1 0.98 0.04

11 10 70 1 0.96 0.09

Damage type 2 around mid-span

12 10 30 2 0.95 0.18

13 10 30 3 0.92 0.35
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This observation verifies the first axiom of the proposed method, stating that the 
bridge free vibration mainly reflects the global dynamic properties. Moreover, Fig. 12b 
and d show that the different cases yield a clear difference in the magnitude of the Power 
Spectral Density (PSD). However, this does not distinguish the effects of the damage 
and operational conditions. Figure 12a and c show the frequency content of the traverse 
phase for variable operational conditions and the damaged cases, respectively.

The figures show that the traverse phase response is much more sensitive than the free 
vibration response to both sources since the change of the baseline peak frequencies is 

Fig. 12  The PSD of a) the traverse phase for the variable operational conditions, b) the leaving phase 
response for variable operational conditions, c) the traverse phase in case of damage and, d) the leaving 
phase in case of damage
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more visible in the traverse phase, and this observation verifies the third axiom of the 
proposed method. However, using only the frequency content of the VBI response is 
not adequate and reliable since the traverse phase response represents a non-station-
ary response which means that the frequency content of the signal changes over time. 
Therefore, looking at the frequency content and interpreting the changes of the peak 
frequencies is not informative to learn about the changes caused by time-dependent and 
local events such as damage. This observation verifies the second axiom, which utilizes 
the Instantaneous Frequency of the VBI system instead of the resonance frequency.

As addressed in the last axiom of the proposed method, a high-resolution time-fre-
quency analysis technique is required to extract the system instantaneous frequency, as 
the enabler, as accurately as possible. Therefore, the performance of the WSST is com-
pared with CWT as the widely used time-frequency technique. To provide consistency 
and re-producibility of the results, Matlab functions with default settings are utilized for 
both techniques. Figure 13 shows the instantaneous frequency extracted by the WSST 
and CWT for the different conditions of the bridge. Figure 13a shows the instantane-
ous frequency of the healthy bridge extracted by WSST and CWT in red and black, 
respectively.

It can be seen that the resolution of the extracted frequency ridge by the CWT is much 
lower than the IF extracted by WSST. The fundamental difference between the CWT 
and WSST is about the frequency resolution and the interested readers are referred to 
(Mostafa et al. 2021). Regarding the damaged bridge Fig. 8 has already shown that the 
shape of the bridge instantaneous frequency changes due to 30% and 50% damage at the 
bridge mid-span element. However, it can be seen in Fig. 13b and c that the frequency 
ridge extracted by CWT for these two damage cases are nearly similar. Therefore, it can 
be concluded that WSST outperforms CWT to detect local events like damage.

7 � Performance of the wSST with noise
Noise is the main difference between a measured bridge response and the correspond-
ing simulated response. Noise is a determining factor that challenges the damage 
detection techniques based on finding response singularities and wavelet coefficients. 
However, those techniques are verified numerically or experimentally in a controlled 
laboratory environment. When the damage-sensitive feature is defined based on the 
signal disruption once damage occurs, the performance of the techniques in distin-
guishing the damage from the noise is questionable. However, it is not the case for 
the current study’s proposed approach, where the VBI system’s instantaneous fre-
quency, which is in a low frequency range, is utilized as the damage-sensitive feature. 
White noise corresponding to the signal-to-noise ratio (SNR) of Boyne viaduct (as 
the case study) equal to 10 is added to the simulated bridge response to verify the 
performance of the proposed approach. Figure 14 presents the bridge instantaneous 
frequency extracted from the simulated signal without noise in color and with noise 
in black. It can be seen that the noise has not affected the bridge instantaneous fre-
quency. For further investigation, higher noise levels with lower SNR are added to the 
response. Three SNR levels, 10, 5, and 0.1 are added to the bridge simulated response 
in healthy and damaged conditions. To evaluate the influence of the added noise, the 
shape correlation coefficient between the bridge instantaneous frequency extracted 
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from the traverse phase response with the different noise levels is calculated and pre-
sented in Fig. 15. It can be seen that the correlation coefficients corresponding to the 
three noise levels and the four bridge conditions are similar and not dispersed, which 

Fig. 13  The bridge instantaneous frequency extracted by WSST and CWT for a) the healthy bridge, an the 
damaged bridge with b) 30% c) 50% d) 70% E reduction at the mid-span element
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verifies the robustness of the WSST concerning noise. Therefore, it can be concluded 
that the proposed damage detection technique is not sensitive to noise.

It should be noted that the proposed method has been applied to a series of simulated 
signals for which the results are promising. The combination of the variable operational 

Fig. 14  The bridge instantaneous frequency extracted from the simulated signal with and without noise 
for a) the healthy bridge, an the damaged bridge with b) 30% c) 50% d) 70% E reduction at the mid-span 
element
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condition and damage will be considered in future work. However, based on the cur-
rent study results, it is believed that for the case of the combined variables, the proposed 
method can distinguish the variable operational condition and the damage, although the 
proposed damage index needs to be adapted to the new situation in the future work.

8 � Conclusion
A method has been proposed that extends the traditional damage detection techniques 
based on the bridge natural frequencies extracted from the bridge free vibration. This 
study presented a concept for damage detection in (railway) bridges based on the instan-
taneous frequency analysis of the bridge forced and free vibration responses. Within this 
concept, based on the bridge natural frequency extracted from the bridge free vibra-
tion fb, a healthy baseline ( Fb ) was obtained by applying the Wavelet Synchrosqueezed 
transform (WSST) to the bridge forced vibration response. The objective was to under-
stand how well WSST is capable of filtering information related to damage and separate 
it other sources of variation in the signal. The shape correlation ρ and the magnitude 
variation δ proposed to distinguish the global and the local deviation of the bridge base-
line instantaneous frequency induced by variable operational conditions and damage, 
respectively. Finally, if the source of the baseline deviation is damage, then the magni-
tude variation, δ can be used as a damage index. The proposed damage index is a pre-
liminary step towards damage quantification. Furthermore, for the damaged test cases, 
the local deviation of the baseline instantaneous frequency around the damage location 
shows the potential of the proposed method for damage localization. However, damage 
localization is out of the scope of the current study. Including the baseline simulation, 
13 test cases have been analyzed to verify the performance of the proposed method. The 
results show that;

Fig. 15  The correlation coefficient between the bridge baseline instantaneous frequency extracted from the 
bridge simulated signals without noise and with noise
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•	 Information on the time-variant resonance frequency is highly valuable and more 
informative than the natural frequency, extracted from the bridge free-decay, to 
detect local events like damage.

•	 The instantaneous frequency of the vehicle-bridge interaction response obtained 
with the WSST outperforms the CWT due to the higher resolution for the lower 
frequency range.

•	 The bridge baseline instantaneous frequency deviates due to damage or operational 
condition. The damage can be distinguished from the variation of the operational 
condition using the combination of the shape correlation coefficients (ρ) and the 
magnitude variation (δ).

•	 For damaged bridge, the magnitude variation (δ) is a first step towards quantification 
of the damage.

The current study investigated a moving mass model. A next step is to perform an 
experimental study to verify the findings. Moreover, future work will extend the model 
to more realistic moving masses with a dual suspension system and more complex yet 
more realistic dynamic behavior.
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