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Abstract 

Periodic tidal ocean currents induce electric currents and, therefore, magnetic field signals that are observable using 
spaceborne and ground-based observation techniques. In theory, the signals can be used to monitor oceanic tem‑
perature and salinity variations. Tidal magnetic field amplitudes and phases have been extracted from magnetometer 
measurements in the past. However, due to uncertainties caused by a plentitude of influencing factors, the shape 
and temporal variation of these signals are only known to a limited extent. This study uses past extraction methods to 
characterize seasonal variations and long-term trends in the ten year magnetometer time series of three coastal island 
observatories. First, we assess data processing procedures used to prepare ground-based magnetometer observa‑
tions for tidal ocean dynamo signal extraction to demonstrate that existing approaches, i.e., subtraction of core field 
models or first-order differencing, are unable to reliably remove low-frequency contributions. We hence propose low-
frequency filtering using smoothing splines and demonstrate the advantages over the existing approaches. Second, 
we determine signal and side peak magnitudes of the M2 tide induced magnetic field signal by spectral analysis of 
the processed data. We find evidence for seasonal magnetic field signal variations of up to 25% from the annual mean. 
Third, to characterize the long-term behavior of tidal ocean dynamo signal amplitudes and phases, we apply differ‑
ent signal extraction techniques to identify tidal ocean-dynamo signal amplitudes and phases in sub-series of the 
ten-year time series with incrementally increasing lengths. The analyses support three main findings: (1) trends cause 
signal amplitude changes of up to ≈ 1 nT and phase changes are in the order of O(10◦ ) within the observation period; 
(2) at least four years of data are needed to obtain reliable amplitude and phase values with the extraction methods 
used and (3) signal phases are a less dependent on the chosen extraction method than signal amplitudes.

Keywords:  Ocean-tide induced magnetic fields, Tidal ocean dynamo, EMOTS, Signal extraction, Magnetometer 
Observations, Data Processing

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

Introduction
Motional induction describes the generation of electric 
currents through the movement of charge carriers within 
an ambient magnetic field. It is the working principle of 
a dynamo or generator and also generates electric cur-
rents in the ocean. There, electrically charged particles 
(salt ions) move relative to an ambient magnetic field (the 

geomagnetic field). In contrast to a generator, where the 
Lorentz force acts on the free electrons within the metal 
conductor and creates thus a current, the electric current 
in the ocean is generated when positive and negative salt 
ions are deflected in opposing directions by the Lorentz 
force. The electromagnetic (EM) field signals emitted by 
these currents have been studied in different contexts, 
such as mass transport (Sanford 1971; Larsen and San-
ford 1985) and heat flux estimations Larsen and Smith 
(1992) of ocean currents, the identification and analysis 
of EM signals generated by Eddies Lilley et al. (1993) or 
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passing Hurricanes Sanford et  al. (2007). Studies in the 
field induced ocean-dynamo signals of the general ocean 
circulation (Vivier et  al. 2004; Glazman and Golubev 
2005; Manoj et al. 2006; Irrgang et al. 2016b, a), Tsuna-
mis (Toh et  al. 2011; Minami et  al. 2021; Schnepf et  al. 
2016; Minami et  al. 2015) and ocean tides (Malin 1970; 
Tyler et al. 2003; Maus and Kuvshinov 2004; Petereit et al. 
2018). A comprehensive overview of the recent research 
in this field was given by Minami (2017).

Ocean-dynamo signals induced through ocean tides 
are the only ocean-dynamo signals that have been 
observed from space. The first successful magnetic sig-
nal extraction of the diurnal principal lunar tide (M2) 
from CHAMP data was achieved by Tyler et  al. (2003). 
Since then, additional partial tides (N2, O1) have been 
extracted successfully (Sabaka et  al. 2016; Grayver and 
Olsen 2019).

Three factors determine the signal strength of tidal 
ocean-dynamo signals (TODS): the electrical seawa-
ter conductivity σ , the tidal current velocities v, and the 
Earth’s magnetic field strength BEarth (mainly the radial 
component). In the open ocean, changes in the amphi-
dromic system and magnetic field are slow compared to 
changes in the conductivity distribution which is deter-
mined by seawater salinity and temperature. As a result, 
TODS inferred from satellite data can be used to observe 
large-scale changes in the oceanic conductivity distribu-
tion. These prospects and the fact that state of the art 
model predictions of M2 TODS Velímský et  al. (2018) 
agree well with satellite observations (Sabaka et al. 2015; 
Grayver and Olsen 2019), inspired model-based inves-
tigations of the effect of conductivity changes on TODS 
(Saynisch et al. 2017, 2016; Petereit et al. 2018).

Far off the coast Schnepf et al. (2018) and at the ocean 
bottom Schnepf et  al. (2014), M2 TODS identified in 
magnetometer observations are in good agreement with 
model predictions. In coastal regions, this is different. 
Maus and Kuvshinov (2004) and Schnepf et  al. (2018) 
have extracted TODS from coastal island magnetom-
eter data and found an unexplained offset between mod-
eled and observed signal amplitudes. Ocean tides are 
well observed and hence well understood and predict-
able. TODS, in contrast, are not. In contrast to sea level 
data, where the signal of the ocean tide as the dominat-
ing signal is easily observed and extracted, the tidal ocean 
dynamo signal is not easily observed. With a magnitude 
of at most 10 nT (Nanotesla), TODS are only one of many 
contributions. In addition, TODS are several orders of 
magnitude smaller than other magnetic field contribu-
tions such as the core magnetic field of the order of 104 nT 
and occur at the same frequency range as ionospheric 
signals. Presently, the shape and time course of TODS are 
only known to a limited extent.

The reason for the uncertainty is fact that the variability 
in the conductance, i.e., the depth-integrated conductiv-
ity, is more significant in shallow shelf regions than in the 
open ocean Petereit et  al. (2019). Consequently, coastal 
TODS amplitudes vary significantly on seasonal to dec-
adal time scales. Mainly two effects cause this. On the 
one hand, seasonal thermocline depth variations Petereit 
et al. (2019) cause conductance deviations of ≈ 10% from 
the annual mean. On the other hand, thermosteric varia-
tions lead to tidal velocity amplitude changes in the order 
of 10% Müller et al. (2014). In theory, both effects accu-
mulate and cause even larger seasonal TODS variations. 
Furthermore, in coastal regions, nonlinear effects such as 
wave interactions with the bathymetry, friction, and wave 
surges are known to alter the sinusoidal shape of shal-
low tidal waves. The impact on coastal TODS is currently 
unknown.

The high variability of coastal TODS on seasonal time 
scales is momentarily not observable with spaceborne 
techniques. Until now, M2 TODS amplitudes were only 
successfully extracted from more than a year of Swarm 
satellite observations. However, more importantly, small-
scale features of TODS are not captured at satellite alti-
tude. The EM signal decay with distance is proportional 
to 1/r(ℓ+2) . The spherical harmonic degree ℓ is inversely 
proportional to the length-scale of the signal which 
implies that large-scale features dominate at satellite alti-
tude Grayver et  al. (2016). Consequently, ground-based 
observations have to be analyzed to learn more about the 
actual temporal behavior of TODS. We build on the work 
of Maus and Kuvshinov (2004) and Schnepf et al. (2018) 
and attempt an evidence-based characterization of tem-
poral TODS variations to contribute to a better under-
standing of TODS.

For that reason, in this study, we analyze time-series 
data of 10 years length from three island magnetom-
eter observatories, namely, Ascension Island (ASC), the 
Crozet Archipelago (CZT) and San Juan on Puerto Rico 
(SJG). This paper is divided into four parts. The first part 
presents the data selection criteria and processing meth-
ods to filter low-frequency signals of electromagnetic 
phenomena in the data ("Data selection & processing" 
section). In the second part, we conduct a spectral analy-
sis on the unevenly sampled residual data to validate our 
data processing method’s advantages compared to exist-
ing processing methods ("Spectral analysis" section). 
In addition, we attempt to identify seasonal M2 TODS 
variations in the detailed structure of the obtained spec-
tra. In the third part, we apply three existing approaches 
used to identify M2 TODS in magnetometer observatory 
data. The results are subsequently compared to assess 
the robustness of our results and estimate uncertainties 
("Trends in M2 tidal signals" section). In the final part 
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of the presented study, we put our findings into the con-
text of other studies and discuss opportunities for future 
studies ("Conclusions" section).

Data selection and processing
Data selection and filtering
For this study, we analyzed magnetic field observations 
from island coastal magnetometer stations found in the 
INTERMAGNET catalog Love and Chulliat (2013). The 
chosen time series cover the 10 years 2005– 2015 and 
are sampled with one averaged observation per minute. 
The particular stations are situated on Ascension Island 
(ASC, latitude: −7.95◦ , longitude: 345.62◦ ), the Crozet 
Archipelago (CZT, latitude: −46.43◦ , longitude: 51.87◦ ) 
and San Juan on Puerto Rico (SJG, latitude: 18.11◦ , lon-
gitude: 293.85◦ ). They were selected through the follow-
ing criteria. First, the islands lie in ocean regions with 
high M2 TODS amplitudes Kuvshinov (2008). Second, 
the coastal proximity of the stations assures a beneficial 
signal-to-noise ratio which is a precondition for reliable 
signal extraction. It also increases the chance of detecting 
seasonal TODS variations anticipated by Petereit et  al. 
(2018). Third, the stations deliver the magnetic field com-
ponent pointing vertically down (Z, in local Cartesian or 
cylindrical frames). Ocean tide-induced magnetic fields 
can be decomposed in their poloidal and toroidal parts. 
Those two fields differ significantly. Toroidal field compo-
nents are confined within the ocean and only the poloidal 
part is measurable outside the ocean in the vertical mag-
netic field Dostal et al. (2012). Due to the computational 
costs of the conducted analysis, we limited our choice to 
three stations.

Separating TODS from magnetic field observations is 
challenging. Magnetic field measurements integrate sig-
nals of various magnetic field sources, such as Earth’s 
lithosphere and core, or currents in the ocean, iono-
sphere and magnetosphere. The signal strength of all of 
these signals ranges over several orders of magnitudes 
and occurs on shared frequency ranges. The strength and 
variability of the coupled magnetosphere–ionosphere 
current systems are relatively small during so-called quiet 
conditions, i.e., the absence of geomagnetic (sub-)storm 
activity. Much work has been invested into the develop-
ment of geomagnetic activity indices based on which 
global/local quiet conditions may be identified (Kp, Dst 
or Rc index) Kauristie et  al. (2017). We follow the lead 
of Grayver and Olsen (2019) and Schnepf et  al. (2018) 
and identify these quiet conditions with the criteria that 
Kp< 2 and ‖dDst/dt‖ < 2nT/h (Matzka et al. 2021; Nose 
et al. 2015).

The remaining ionospheric signals such as the solar 
quiet (Sq) current system or ionospheric tides are the 

largest on Earth’s dayside. During the night, the con-
ductivity of the ionosphere plummets to ≈ 1/30 th of its 
dayside value Malin (1970). We consequently limit our 
work to the analysis of night-side data. Following the 
approach of Maus and Kuvshinov (2004), we identify 
night-side data by identifying time windows in which 
the average magnetic signal strength is lowest (ASC 
(6-h window): 9 pm–3 am; CZT (7-h window): 5 pm–0 
am; SJG (6-h window) 0 am–6 am (in universal time 
UTC)). There is also the possibility to identify night-
side data as observations when the solar elevation angle 
Woolf (1968) is several degrees (usually 10) below the 
horizon Grayver and Olsen (2019). We applied both 
approaches and found that the first simplified the 
removal of signals of ionospheric activity in equatorial 
proximity shortly before sunrise.

Removal of low‑frequency variations
After the data processing, the most significant con-
tributor to the remaining signal is the slowly varying 
core magnetic field. Removing this signal is necessary 
to isolate the high-frequency TODS and leverage the 
advantage of their periodicity to the full extend in the 
subsequent analysis. Identifying and separating peri-
odic signals with high accuracy in long-time series is 
only possible when low-frequency variations are absent. 
However, the reliability of the separation depends on 
the number of cycles included in the time series. Since 
we are looking for temporal variations of amplitudes 
and phases in time, we have to ensure that amplitudes 
and phases are extracted with the highest possible 
accuracy. This way, we assure that the obtained tempo-
ral variations cannot be attributed to other sources.

The influence of low-frequency variations in the 
observed magnetic field has been dealt with in different 
ways. For short time series, i.e., in the range of months, 
it has been assumed that these influences are negligible 
and have, therefore, been approximated as constant in 
time Schnepf et al. (2018). For time series in the range 
of a few years, slow variations have been accounted for 
by including low frequencies in the harmonic analysis 
Schnepf et  al. (2014). This, however, does not account 
for non-periodic slow variations such as the secular 
variation and is thus not suitable for the case at hand.

In the following, we will apply three different 
approaches to the data obtained from the first pro-
cessing step: (1) Magnetic field model subtraction, (2) 
First order differencing and (3) Subtraction of smooth-
ing splines. In the following, we are going to describe 
all three approaches. The results obtained with these 
approaches are presented, compared and evaluated in 
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"Comparison of data processing procedures" section. 
and Fig. 1.

Magnetic field model subtraction
The removal of Earth’s core can be achieved with the 
subtraction of model predictions. Examples for available 
magnetic field models are CHAOS (Finlay et  al. 2016, 
2020), GRIMM (Lesur et al. 2008, 2010) and the Kalmag 
model Baerenzung et al. (2020) but also the International 
Geomagnetic Reference Field (IGRF) (Thébault et  al. 
2015; Alken et  al. 2021), a composite of such individu-
ally developed models. Please note, some of these mod-
els include the time constant contribution of the Earth’s 
lithosphere, while others do not, e.g., the IGRF. Conse-
quently, eliminating the magnetic field contribution has 
to be handled differently depending on the chosen model. 
In our case, we subtracted the CHAOS model predictions 
(Version 7.6) from the filtered data, such as Grayver and 
Olsen (2019). Other models deliver comparable results 
for local magnetic field observation time series as those 
obtained from the chosen island observatories.

Subtracting a geomagnetic field model is reliable for 
global magnetometer observations obtained from satel-
lite missions, such as Swarm or CHAMP. At satellite alti-
tude, a lot of the TODS complexity has been reduced due 
to the stronger decay of small-scale signals with distance.

First‑order differencing
A second approach to the problem is using time series 
analysis (TSA) methods. Typically, TSA methods ana-
lyze the statistical properties of stationary time series, 
i.e., time series with time-constant statistical properties, 
such as the average or variance. One method to trans-
form non-stationary time series, such as the time series 
at hand, into a stationary time series is called differenc-
ing (Blackman and Tukey 1958a, b; Thomson and Emery 
2014).

By subtracting successive magnetic field observations 
y(ti):

we obtain a time series of differences �y(ti) that is “pre-
whitened,” i.e., the power was shifted from lower to 
higher frequencies and the trend thus removed. We thus 
computed the minute differences between neighboring 
data points. If the time passed between two successive 
observations exceeded 1 min, which occurs between the 
data gaps created with the above-mentioned data selec-
tion procedure, the difference was omitted. In addition to 
removing the slow variations, the approach also amplifies 
the TODS, the focus of our study.

In general, first-order differencing can only remove 
linear trends. Depending on the characteristics of the 

�y(ti) = y(ti+1)− y(ti),

Fig. 1  Lomb–Scargle Periodograms of the residual time series data at all three analyzed Intermagnet stations ASC (top row), CZT (middle row) 
and SJG (bottom row)). In each column a different removal technique was applied: the subtraction of the model prediction of the CHAOS model 
(left), differencing of subsequent data points (middle) and the substraction of a smoothing spline (right). Dotted red lines indicate an estimation 
of the noise level. The dotted blue lines visualize the frequency of the prinicipal lunare tide M2. Other prominent frequency peaks or well-known 
tidal frequencies are marked with their tidal code, e.g., Sa, Ssa or Mf. The halved dotted blue lines in the right column indicate the targeted cutoff 
frequency for the smoothing spline ( 10−1 d −1 ). The amplitudes, noise level and distribution of significant peaks vary as expected with the location 
due to differing coastal, oceanic and geographical conditions. However, the distribution of detected periodic signals and their signal strength varies 
with the chosen processing method. Histograms of the residual data obtained from the presented data processing after subtracting smoothing 
splines are included in the Additional file 1: Figures S1-S3.
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trend, differences of higher orders need to be applied. A 
non-linear trend in the time course of the geomagnetic 
field, the main contribution to the pre-selected data, is to 
be expected. However, if variations are slow in time, the 
remaining trends in the residual data are often masked 
by the increased noise level. This is also the reason why 
the same technique was applied by Love and Rigler 
(2014) who analyzed 97 years of hourly mean magnetic 
field observation data characterized the magnetic tides 
of Honolulu. Differencing can also be applied to remove 
seasonality, i.e., periodic signals, in time series data. 
However, in our case, the seasonality was preserved to 
analyze the periodic TODS.

Smoothing spline subtraction
A third option for removing slow variations in time 
series is filtering the data with smoothing splines Craven 
and Wahba (1978). Splines, especially cubic splines, are 
rigid, smooth and easy to compute. In addition, they are 
uniquely identified by the number and position of their 
knots. It is easy to identify two extreme cases for splines 
fitted to data. The first is the interpolation spline which 
passes through every given data point and is, therefore, 
overfitting the data. The other extreme is the linear spline 
which is, in essence, a linear regression curve and, there-
fore, only suitable to remove linear trends. Linear trends, 
however, do not account for the complex temporal devel-
opment of the secular variation. It is possible to balance 
between both extremes and identify a cubic spline func-
tion with an equidistant knot distribution that fits well 
to the data but is, due to the rigid characteristics of the 
splines, not overfitting the data. In our case, we used 
cubic splines with equidistantly spaced knots. For each 
time series, the number of knots was determined so that 
the following smoothing condition was met:

Here, y(ti) is the magnetic field observation and spl(ti) 
the value of the smoothing spline at a given time ti and 
N the total number of observations and s the smoothing 
parameter.

The smoothing parameter s depends on residual sig-
nals’ noise level and signal strength in a given time series. 
Consequently, identifying a suitable s to filter time series 
with differing noise levels to a chosen cutoff frequency is 
not automated easily. It has to be calibrated for each time 
series individually. To filter signals with period lengths 
exceeding 10 days in the 10-year time series, we used the 
following values for s for the chosen station data: ASC: s 
= 2.3, CZT: s = 16.5 and SJG: s = 45.5.

(1)
∑

i

(

y(ti)− spl(ti)
)2

≤ s · N .

Spectral analysis
A standard method to assess the periodic variation of 
time series is to interpret the power spectrum or peri-
odogram. A power spectrum can be computed with 
the efficient Fast Fourier Transformation (FFT) in an 
evenly spaced time series. The applied data processing 
(cf. "Trends in M2 tidal signals" section) removes the 
disturbing signals but leaves an unevenly spaced time 
series. Analyzing such time series is common practice 
in astrophysics, where observations depend on external 
factors, such as cloud coverage. A standard method to 
compute a periodogram was developed by Lomb (1976) 
and later refined by Scargle (1982), the Lomb–Scargle 
Periodogram (Press et  al. 2007; VanderPlas 2018). The 
Lomb–Scargle method is more demanding on computa-
tional resources and time than the FFT method, but the 
efficiency of the available implementation has dramati-
cally improved, since the algorithm was first developed 
(Virtanen et al. 2020; Harris et al. 2020).

The Lomb–Scargle Periodogram helps to estimate the 
spectral power of a harmonic signal of a given frequency. 
For the data processing, it was used to identify suitable 
values for the smoothing parameter s by visualizing its 
impact on the periodogram (cf. Fig. 1). However, it relies 
essentially on a least-squares algorithm. In addition, the 
obtained values in the periodogram do not represent 
the power but a unitless standard normalization P. P 
is normalized with the variance of the input data. Even 
though P is closely related to the signal power and signal-
to-noise ratio, it is not possible to translate the obtained 
values directly into physically meaningful ones. However, 
periodograms are valuable tools for identifying periodic 
signals (peaks) and their temporal variation (peak shapes 
and sidebands).

Comparison of data processing procedures
The spectral analysis allows to compare the periodograms 
of the residual data after applying the three detrending 
methods (cf. Fig.  1). Judging from the the fact that all 
images exhibit prominent signal peaks at periods of an 
integer fraction of a solar day (marked with S n ), the dom-
inating signal found in the residual data is the daily varia-
tion. The sum of the individual S n signals signify the daily 
variation which can be attributed to mainly solar causes.

There are two kind of tides: gravitational and radia-
tonal or thermal tides. For gravitational tides, the larg-
est signal is usually the diurnal principal lunar tide M2. 
This is because the gravitational pull of the moon makes 
up, depending on the relative position of the sun and the 
moon on their individual orbits, 2/3 to 3/4 of the total 
tidal force. Thermal tides originate from the differential 
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heating of the sun during night and day. Peaks labeled 
with S n are most likely of the latter type (see Fig.  1). 
Because of the dissimilar distribution of solar radia-
tion during night and day, the daily variation is usually 
non-sinusoidal. It can, however, be deconstructed into 
a Fourier series with peaks at higher orders, i.e., multi-
ple frequencies of S 1 , such as these found in our residual 
data. That these signal peaks are found in the nightside 
data provokes different theories about their origin. One 
explanation could be electric currents in Earth’s crust and 
mantle which are induced by the daily ionospheric varia-
tion. These signals lag the inducing source and are, there-
fore, present during night times. However, the lag should 
be only measurable shortly after dusk due to the fact that 
the external-to-internal induction transfer under the 
given conditions has a phase smaller than 10 degrees. The 
persistent nature of the residual signals in all analysed 
time series indicates that the taken measures are insuf-
ficient for a clean separation of the desired signal from 
other magnetic field variations. A finding that needs to be 
taken into account when interpreting preceding studies.

Comparing the spectra by trend removal method 
applied, i.e., comparison by column in Fig.  1, we can 
assess the suitability of the chosen detrending method. 
We find that subtracting the geomagnetic field model 
reduced the slow variations but failed to remove them 
completely. Residual low-frequency signals in the same 
order of magnitude as the tidal signal peaks remain. 
While the approach has been proven to be successful for 
the extraction of TODS from satellite data, it appears to 
be unsuitable for regional applications. Comparing the 
spectra at each station after subtracting CHAOS, we find 
large S n signal peaks only in ASC. For the other two sta-
tions, S n signals are much smaller. A possible reason are 
remaining ionospheric signals in the ASC time series.

For the first order differencing, we can clearly observe 
the successful removal of slow variations in at least two 
of the three stations (CZT and SJG). We can also confirm 
the pre-whitening effect as the signal power in higher 
frequencies has increased in comparison to the previ-
ous method. In the data from Ascencion Island, however, 
we find signs of an annual (Sa), semi-annual (Ssa) and a 
monthly synodic fortnightly (MSf) variation as well as a 
residual low frequency variation. These peaks substanti-
ate the suspicion that residual ionospheric signals can-
not be removed entirely with the chosen data processing 
method. The ionospheric daily variation is known to be 
sensitive to seasonal variations, Earth’s orbit around the 
sun Canton (1759), the sun magnetic activity cycle Sabine 
(1857) and the lunar cycle (Kreil 1852; Broun 1874). They 
are the most likely candidates for the found annual, semi-
annual and fortnightly signal peaks. An additional argu-
ment for the presence of residual ionospheric signals in 

the data is the found MSf signal. It typically corresponds 
to the spring-neap-tide frequency and is usually quite 
small in comparison to other gravitational tidal constit-
uents Cartwright and Tayler (1971). On shallow coastal 
regions, nonlinear tidal effects can cause the MSf tide 
to form into a prominent tidal constituent Pugh (1987). 
However, the absence of prominent signal peaks for the 
MSm and Mf tide, at least relative to the signal strength 
of the MSf tide, indicates that it is unlikely that the MSf 
signals are induced by oceanic processes. Ionospheric 
processes are the most likely candidate, especially since 
Love and Rigler (2014) have found comparable signals in 
their analysis of the daily geomagnetic variation which 
included day and night side data.

The third detrending method, the subtraction of a 
smoothing spline has successfully removed low frequen-
cies while leaving high frequencies practically uninflu-
enced (cf. Fig. 1). The proposed data processing reliably 
removed periods below the threshold of f = 0.1 d −1 . This 
allows the separation of all periodic signals in the subse-
quent signal extraction (c.f. "Trends in M2 Tidal signals" 
section) in a time series of the given length.

In addition, we want to emphasize the dependence of 
the detected signal peaks in the frequency range above 1 
d −1 on the detrending method. This becomes particularly 
clear when comparing the sidebands of the signal peaks 
of the solar tides, or the peaks of higher orders. When 
substracting CHAOS, the peak distribution exhibits a 
significantly different characteristic than found in the 
spectra obtained with the other two detrending meth-
ods. Since the foundation of the Lomb–Scargle method is 
the least squares fitting of sinusoidal functions of differ-
ent frequencies to a given time series VanderPlas (2018), 
we conclude that the chosen data processing also has an 
impact on the basic detectability of periodic signals. By 
removing virtually all slow variations, we can detect the 
periodic signal peaks and characterize the individual dis-
tribution of each island magnetometer observation easier. 
In consequence, the attained data quality of the residual 
time series data fulfills the necessary precondition for the 
subsequent analysis of signal extraction methods.

The magnitude of oceanic and ionospheric tidal sig-
nals depends on the geographic location. This is why, we 
find that noise levels and spectral peak distribution are 
unique for every observatory when comparing the spec-
tra by station, i.e., comparison by row in Fig. 1.

Indications for periodic M2 signal modulation
The previous section showed that non-oceanic sources 
could not be excluded for the found signal peaks, espe-
cially for solar tides. Consequently, it is doubtful that 
the fine structure of the signals can be related to the fine 
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structure of ocean tides. However, the semidiurnal prin-
cipal lunar tide M2 as the most significant tidal com-
ponent is also larger than the ionospheric counterpart. 
Therefore, we analyze the detailed structure around the 
signal peak of tide M2 to identify signs for its seasonal 
amplitude variation (c.f. Fig.  2). To increase the weight 
of our findings, we analyze the two residual spectra 
produced by first-order differencing and smoothing 
spline subtraction, respectively. Unlike the subtraction 
of CHAOS, both methods successfully removed slow 
variations.

From the fields of signal processing and spectral anal-
ysis, the impact of amplitude and phase variations on 
a periodic signal is well-known (Blackman and Tukey 
1958a, b). A prominent example is the analysis of sea-
level changes that can be obtained from tide gauge data. 
Here the tide-induced sea-level changes are decomposed 
into various tidal species. Oceanic tides are mainly gravi-
tational tides that are caused by the interaction of the 
Earth with the Moon and the Sun. Various components 

are caused by the periodic variations in the interact-
ing forces due to elliptical and mutually tilted orbits and 
rotational axis of the celestial bodies (Doodson 1928; 
Hendershott and Munk 1970). Additional examples are 
phenomena called beat interference and amplitude mod-
ulation. Beat interference is created by two signals with a 
frequency difference much smaller than the average fre-
quency of both. The frequency of the enveloping signal is 
similar to the frequency difference of the original signals. 
The simplest form of amplitude modulation is described 
as the periodic modulation of a periodic carrier sig-
nal which creates symmetric side peaks left and right to 
the carrier peak frequency, a well-known phenomenon 
which led to the development of AM (amplitude modula-
tion) radios.

In addition to amplitude and phase variations, the 
analyzed spectra are affected by additional effects, such 
as the sampling rate or the time series length. Especially 
the achievable frequency resolution depends on the 
sampling. However, while spectra obtained from evenly 

Fig. 2  Comparison of highly resolved periodograms of the M2 TODS peaks at all three analyzed Intermagnet stations ASC (top row), CZT (middle 
row) and SJG (bottom row). While the left column shows the spectra obtained after first order differencing, the right column shows the results 
after smoothing spline subtraction. The dotted blue lines mark the frequency of the diurnal principal lunar tide M2. Solid red lines mark side band 
frequencies associated with an annual variation (Sa) and red dot–dash lines mark side band frequencies associated with a semiannual variation 
(Ssa). When comparing the left and the right column, we find the hpyerfine structure around the M2 TODS peaks to be independent of the method 
used for trend removal
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sampled data can only resolve frequencies down to the 
Nyquist limit, this limitation does not directly apply for 
unevenly sampled data as the conditions from which 
the Nyquist limit is derived are not met. It is possible to 
probe frequencies far larger than the Nyquist limit with 
unevenly sampled data. A demonstration of this as well 
as a brief overview on attempts to propose Nyquist-like 
limits for irregular sampling can be found in VanderP-
las (2018). Despite that, we find signal peaks with high 
widths at frequencies corresponding to the M2 tide ( fM2 ) 
and the side peaks associated with its annual variations, 
i.e., at the fM2 ± fSa . These broad peaks indicate high var-
iability in the corresponding signals and additional peaks. 
However, the amount of available data does not suffice 
to separate these signal peaks. It is reasonable to assume 
that the global interannual weather variability is also 
reflected in TODS. It consequently remains to be deter-
mined whether these indications for additional variability 
are artifacts or actual signals originating from periodic 
variation, trends, or statistical variability.

When comparing the spectra, both detrending meth-
ods used provide comparable results (cf. Fig.  2) . The 
detection probability level of the peaks is higher for the 
smoothing spline subtraction method. The distribu-
tion and proportion of signal peaks are highly similar. 
In all spectra, we find an asymmetric side peak distribu-
tion around the frequencies corresponding to an annual 
variation ( f = fM2 ± fSa ), indicating a modulation of 
both amplitude and phase. There are weak signs for 
side peaks corresponding to a semiannual modulation 
( f = fM2 ± fSsa ). Since fSsa is a higher harmonic of fSa , 
this is a possible sign for an asymmetric annual modu-
lation. However, the signal strengths of the possible Ssa 
signal side peaks are more than one order of magnitude 
smaller than the M2-signal peak. It is, therefore, unlikely 
that there is a noticeable semi-annual variation in the 
M2 TODS. On the other hand, the ratio of the M2 signal 
peak and the side peak found at f = fM2 + fSa are ≈ 3% 
(ASC), ≈ 25% (CZT) and ≈ 10% (SJG), respectively. The 
combined signal of the M2 signal peak and the side peaks 
should add up to a comparable annual variation of the 
M2 TODS amplitude. Causes for M2 TODS amplitudes 
variations on annual time scales are variations in ocean 
tidal velocity amplitudes and the seawater temperature 
and salinity distribution. For a possible validation of these 
findings, both effects need to be taken into account.

Trends in M2 tidal signals
In addition to seasonal M2 TODS amplitude varia-
tions, we are interested in multi-annual trends, such 
as the ones investigated by Petereit et  al. (2019). The 
analysis of the spectra alone is insufficient to deter-
mine these trends. The achieved level of signal peak 

separation hinders a definite identification of increas-
ing or decreasing signal amplitudes with time. Espe-
cially, since, in addition to a higher resolution, it would 
also require the analysis of the distributions of real and 
imaginary components around the M2 TODS peak. 
Unfortunately, the Lomb–Scargle Periodogram does not 
provide these data.

To analyze trends in the M2 generated signal ampli-
tudes, we divide the preprocessed 10 year time series into 
sub-series of increasing lengths and apply three differ-
ent methods to analyze signal amplitudes. Here we rely 
on methods that have been used in the past to identify 
TODS ground-based magnetometer observations (Maus 
and Kuvshinov 2004; Schnepf et al. 2014, 2018). The cho-
sen approach focuses on insights about the dependence 
of extracted signal amplitudes on the quantity of available 
data and, as the temporal behavior of the signal is cur-
rently unknown, indications for the temporal variation of 
M2 TODS. Considering the challenge of separating the 
M2 TODS with its uncertainties from the residual data, 
it also allows assessing the dependence of the resulting 
amplitudes and phases on the chosen extraction method.

For our analysis, it is vital that low-frequency signals 
were removed from the data. If not, the signals may not 
be separable from the data. Hence, the detrending meth-
ods of subtracting the geomagnetic field model and 
first-order differencing are unsuitable to meet this pre-
condition, especially for the data obtained at Ascension 
(ASC) (c.f. Fig. 1). For the following part of the study, we 
rely thus on the residual data obtained after subtracting 
smoothing splines.

Phasing and averaging
The first method we applied to identify M2 TODS ampli-
tudes is called phasing and averaging. In this method, 
each data point is transformed to a new time coordinate 
related to the phase of the M2 oscillation. The continuous 
time axis is thereby transformed into a periodic time axis 
of M2 period length (12h and 25 min). The now overlap-
ping data points are averaged for each minute on the axis. 
We computed the averages using the arithmetic mean 
and the median (cf. Fig. 3).

The unique period lengths of the different tidal compo-
nents create an ever-growing phase shift between the M2 
and other tides with each completed oscillation. Assum-
ing that TODS are symmetrical oscillations around the 
zero value, the signals of tidal constituents other than 
multiples of the M2 tide are canceled out in the averaging 
process in long time series. If we further assume that the 
noise is normally distributed with zero mean, only the 
mean signal of the M2 tide will remain in the averaging 
process. We estimate the amplitude from the obtained 
sinusoidal curve as the halved peak-to-peak difference.
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The method is easily implemented and delivers fast 
results. However, we also want to emphasize the follow-
ing drawbacks. Due to the made assumptions, it is only 
applicable if the pre-processing of the observational 
data can successfully remove all residuals of slowly vary-
ing signals. In addition, the smoothness of the obtained 
sine-shaped average signal depends on the length of the 
considered time series, the signal-to-noise ratio, and 
residual signals’ presence and strength. Consequently, 
signal separation becomes more accurate when analyz-
ing long time series and the influence of seasonal and 
inter-annual variation decreases. The sinus-shaped aver-
age signals thus get smoother with time. Furthermore, 
the method only provides a rough estimate of the average 
amplitude but does not account for a possible phase shift 
of the M2 TODS. This means that a phase shift may mask 
an increase in the amplitude in long time series and vice 
versa.

For the analysis of the 10 year time series, we started 
with time series of 1-year length and increased the size 
incrementally by 1 year. This was done forward in time, 
starting with the first year, and backward in time, begin-
ning with the last. The results of this analysis are shown 
in Fig.  3. When comparing the results obtained using 
the mean and median, we find a consistent amplitude 
decrease in both methods for all three observatories. 
However, for the difference in the magnitude of obtained 
M2 TODS amplitudes, we find a dependency on the 
selected station. While the difference between mean and 
median derived amplitudes is consistently large at CZT 
throughout the entire time series(≈ 0.25 nT for all time 
series length), the difference at ASC and SJG decreases 

with time (from ≈ 0.1 nT for time series of up to 5 years 
to almost 0 for more extended time series). When ana-
lyzing the time series data (not shown), we find an asym-
metric oscillation around the zero-axis in the obtained 
signal after averaging with the mean, which is not present 
in the median. Since an offset between median and mean 
usually indicates a skewed distribution of the given data, 
we assume that there is either systematic signals in the 
data which have not been accounted for in the data pro-
cessing or coastal effects causing distortion or shift of the 
sinusoidal signal form. One example of such an effect is 
the presence of ocean currents causing tidal velocities to 
shift away from the zero baseline, a phenomenon often 
found in estuaries.

Focusing on the results of the forward analysis, we find 
that amplitudes decrease with time-series length, which 
suggests a decrease in all amplitudes over time. This find-
ing is supported by the results obtained from the back-
ward analysis. When comparing the average amplitudes 
in the first 5-year period (forward analysis) to those of 
the last one (backward analysis), we find that average 
amplitudes in the first are indeed larger than those of 
the last 5-year period. All in all, this validates that there 
is indeed a perceivable decrease in the amplitudes at the 
chosen station. However, the large jumps between con-
secutive years in the first 4 years of the analysis (forward 
and backward) demonstrate the considerable uncertainty 
of the method for short time series. Phase shifts, how-
ever, have not been analyzed with this method. In prin-
ciple, this is possible by fitting a sinusoidal model to the 
obtained averaged sinusoidal curves, but it would add 
only little value when evaluating the other methods. Then 

Fig. 3  Oceanic M2 tide induced magnetic field amplitudes in dependence of analyzed time series length at all three analysed coastal 
magnetometer stations. The amplitudes were obtained after phasing and averaging the data with the mean (left) and the median (right). Solid 
lines show the results for the analysis conducted on the first n years of the 10 year time series (corresponding to lower x-axis), while the dotted lines 
show the analysis results for the last n years of data (corresponding to upper x-axis)
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again, the phase can not be neglected, neither as a possi-
ble source for the observed TODS temporal behavior nor 
as a defining feature of this temporal behavior. Especially, 
since Saynisch-Wagner et al. (2020) have established the 
relation between changes in the geomagnetic field and 
ocean conductivity.

Least squares
The second extraction method is fitting a function F(t) 
to the residual time series data employing the least-
squares method. The fit functions F(t) are model the 
amplitude of TODS over time. Mathematically they are 
constructed as sums of harmonic functions related to 
varying tidal constituents, such as the S1, S2, M2. They 
have the form:

F(t) models the amplitude of ocean tide induced mag-
netic field signals at a given time t using a sum of har-
monic functions with tidal frequencies ωTide . Equation (2) 
uses only radial components of the magnetic field, since 
TODS are only measurable in vertical direction outside 
of the ocean (cf. sec. ). The index Tide indicates the tidal 
constituent, such as S 1 , S2 or M 2 . The free parameters 
An and Bn are determined by the least-squares fit. From 
these coefficients, we compute the TODS amplitude Br,n 
and also the phase φn of each tidal mode as

.
We fitted eight different functions F(t), or models, to 

the residual time series. Each fit function differs in the 
number and choice of tidal constituents used to fit the 
data. The only constant is the fit of the tidal frequency of 
the M2, the principal lunar tide. Details about the com-
position of tidal components in each model and exact 
values of corresponding tidal frequencies used can be 
found in the Additional file 1. In general, the fit function 
can be classified into two groups. The first group focuses 
on fitting the M2 tide, either alone or together with its 
variations. There, functions include only frequencies 
corresponding to the M2 tide, its overtides and cyclical 
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amplitude variations, such as semi-annual variation. The 
simplest example models signal of the M2 tide using 
two parameters ( AM2 and BM2 ; it is similar to the M2 
amplitude determination method for coastal island mag-
netometer observations of Maus and Kuvshinov (2004). 
The most complex model in this group, called “M2_over-
tides_modulation”, includes overtides and their seasonal 
variation using 240 parameters. Cyclical amplitude 
modulations are modeled by including sidebands of long 
periodic modulation frequencies fmod corresponding to 
annual and monthly variations. Mathematically, the side-
bands are formulated as

The second group of fitting functions is based on the 
models used by Schnepf et al. (2014) or by the National 
Oceanic and Atmospheric Association (NOAA). In addi-
tion to the frequencies corresponding to the principal 
lunar tide M2 and its overtides or modulations, further 
tidal components such as the O1 or S2 are included. 
While the “Schnepf_2014” model includes 15 tidal com-
ponents, the “NOAA” model consists of the 37 constit-
uents which usually have the most significant effect on 
oceanic tidal sea-level signals (Schureman 1958; Parker 
2007). Both of these models naturally include low-fre-
quency tides. In theory, these should not be present after 
the data processing. Hence, the second group of models 
additionally compares the influence of excluding low-fre-
quency tides on the amplitude of the M2 tide with mod-
els containing the suffix “_short.”

The results of the analysis with the simple least-squares 
method are summarized in Fig. 4. To ease the compari-
son between the phasing and averaging and the least-
squares method, we included the results of phasing and 
averaging as black lines.

To investigate the robustness of this method, we first 
focus on the convergence behavior of the presented 
curves with time-series length. One finding is that the 
curves of all measured variables, amplitudes and phases 
alike, converge. Except for the amplitudes identified in 
the ASC data. The phases are, in general, very robust 
and all fit functions seem to converge to nearly the same 
values in few years. For the amplitude curves in CZT 
and SJG, the fit functions converge after 2 and 4 years, 
respectively. 4 years also appears to be the time when the 
difference between the phasing and averaging and the 
least-squares method becomes negligible. The depend-
ency of shorter time series on the fitting function indi-
cates that signals have not been separated sufficiently.

When focusing on the temporal progression of the 
curves, we see a change in both amplitudes and phases, 
a finding that is supported by the comparison of for-
ward and backward analysis (cf. "Phasing and averaging" 

fM2,mod = fM2 ± fmod
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section). While changes of the average amplitudes are 
in the order of O(0.1nT), changes of the phase are in the 
order of O(10◦) and reach values of more than 100◦ in 
all three observatory time series for the backward anal-
ysis. The temporal variation of the M2 phases is to be 
expected Saynisch-Wagner et al. (2020). In all time series, 
the temporal progression of the amplitudes is very simi-
lar to the one found with the first method.

Judging from the spectra after the data processing in 
"Comparison of Data Processing Procedures" section. 
and the comparison of values obtained after using the 
mean and the median in "Phasing and Averaging" sec-
tion , there is no apparent difference in the quality of 
the three data series. All the more surprising is that 
the amplitude curves obtained from the ASC data do 
not converge, especially since the phases do. We find 
a cluster of curves delivering values similar to method 
one, but some curves such as the ones correspond-
ing to the label “NOAA” and “M2_overtides _modu-
lation” show a consistently large offset in the forward 

and the backward analysis. These functions are also 
quite distinct as the former consists of the sum of the 
most common partial tides and the latter of a sum of 
Mx-Tides, i.e., M2 and its overtides, and their tempo-
ral variation. In addition, they deliver reliable results 
for the observations at CZT and SJG. Furthermore, 
they agree with the general temporal progression of 
all curves. Therefore, we can only speculate about 
residual signals in the data interfering with our analy-
sis. A likely origin for these signals is the ionosphere, 
as we identified signs of ionospheric signals after the 
detrending methods of first-order differencing and 
magnetic field model subtraction in ASC (cf. "Compar-
ison of Data Processing Procedures" section).

A major shortcoming of the least-squares method is 
its sensitivity to the existence of outliers. The implied 
assumption of the least-squares method is that errors 
are normally distributed. Thus the likelihood of 
extreme outliers occurring is very small. The least-
squares approach is very efficient in time series with 

Fig. 4  Comparison of oceanic M2 tide induced magnetic field signal parameters extracted from the residual data with least squares fitting of 
different harmonic sums. The left column shows the extracted amplitudes and the right column the extracted phases in dependence of analysed 
time series length. While solid lines show the results for the analysis conducted on the first n years of the 10 year time series (corresponding to lower 
x-axis), dotted lines show the analysis results for the last n years of data (corresponding to upper x-axis). Black lines in the left column show the 
results obtained by phasing and averaging the residual data and allows for a comparison of both methods. Please note, on the right-hand column 
the y-scales vary by row. This choice was made to increase presentability of the obtained results. Root mean square values of the residual data for 
each data point, i.e., for each the fit made with each fit function to the given time span is summarized in the Additional file 1 under Tables S6–S11
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few outliers and fully explained signals. Nevertheless, 
it is unlikely that a pre-defined fitting function applied 
to all measuring sites accounts for local differences in 
TODS, especially when we consider the dissimilarities 
among the three residual time series, Fig. 1), the chal-
lenge of separating signals using short time series and 
when taking into account that temporal varying ampli-
tudes and nonlinear effects cause further signal peaks.

Robust least squares
On account of the least-squares method being overly 
affected by outliers, its general concept was advanced 
into an iteratively reweighted least-squares (IRLS) 
(Holland and Welsch 1977; Huber 2004). The IRLS is an 
iterative optimization approach that reduces the impact 
of outliers on the overall fit. For details on the setup of 
the algorithm, we refer to Schnepf et al. (2014), Schnepf 
et al. (2018) as we followed their lead for the implemen-
tation of the third extraction method used in this study.

We used the same eight fitting functions as in the 
previous section. The approach is computationally very 
expensive, especially when minimizing fit functions 
with up to 240 parameters with 10 years of average 
observations for every minute within the time series. 
The results obtained with the forward analysis are suffi-
ciently conclusive. Since the backward analysis does not 
provide additional value, we omitted it consequently 
for this part of the study. The results are summarized 
in Fig. 5.

Comparing Figs.  5 and 4, we see the same qualitative 
temporal behaviour of mean amplitudes and phases. We 
also find that phase values are in general less sensitive to 
the chosen fitting function which indicates an increased 
robustness of phase values over amplitude values. How-
ever, apart from these similarities, we find a considerable 
deviation in the convergence behavior of both amplitudes 
and phases. While differences between phases were in the 
order of O(5◦) in all stations when analysing time series 
longer than four years with the ordinary least squares 

Fig. 5  Comparison of oceanic M2 tide induced magnetic field signal parameters extracted from the residual data by fitting different harmonic 
sums using an iterative robust least squares approach. The left column shows the extracted amplitudes and the right column the extracted phases 
in dependence of analysed time series length. In contrast to the previous figures, only the analysis of the first n years of the 10 year time series 
are presented because of the computational costs of this analysis and the evident conclusions that can be drawn from these presented results. 
Black lines in the left column show the results obtained by phasing and averaging the residual data and allows for a comparison of both methods. 
Please note, on the right-hand column the y-scales vary by row. This choice was made to increase presentability of the obtained results. Root mean 
square values of the residual data for each data point, i.e., for each the fit made with each fit function to the given time span is summarized in the 
Additional file 1 under Tables S12–S14
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approach, there is no apparent generalized behaviour 
when using the IRLS for the analysis. While at CZT the 
phase values converge almost immediately and deviate by 
a few degrees, at ASC we have an almost constant spread 
of ≈ 20◦ . At SJG the individual phase curves form a group 
with a total spread of ≈ 30◦ . Also for the amplitudes, we 
find a larger spread. The spread at ASC stays large with 
a value of ≈ 1nT. The spread at CZT converges after ≈ 4 
years to a group of curves with a spread of ≈ 0.1nT. For 
SJG, we find that amplitudes conserve an almost constant 
spread of ≈ 0.2nT. In addition, the curves obtained from 
the SJG data are seemingly separated into two groups for 
both, amplitudes and phases. This indicates that the algo-
rithm may not be able to identify a global minimum on a 
flat curve with several local minima.

All in all, we find it plausible that there seems to be a 
correlation between amplitude M2 signal strength (larg-
est at CZT) and the observed spread in amplitude and 
phase. Strong signals are generally easier to identify. 
The “Phasing and averaging” section already indicated a 
systematic influence of additional signals on the TODS 
induced by the M2 tide. In view of these results, we find 
plausible that the amplitude curves obtained from the 
CZT data converge to a curve with a substantial offset 
from the curve obtained by averaging the phased data 
using the mean.

A possible reason for the noticable divergence of the 
results obtained from the analysis of the ASC data in 
comparison to the data of the other observatories is the 
location. In contrast to CZT and SJG, ASC is located in 
proximity of the geomagnetic equator. Here, the radial 
magnetic field is much smaller which leads to the fact 
TODS amplitudes largely defined by the radial geomag-
netic field component are reduced to almost zero. With 
the decreased amplitude, external influences have a 
larger relative impact which may increase the challenge 
of a clean signal separation. Hence, for future attempts 
to analyse TODS originating from coastal island mag-
netometer data requires designing suitable fit functions 
for each observatory individually.

Conclusions
In principle, it is possible to use ocean tide-induced 
magnetic field signals for ocean observation purposes. 
The signals contain integrated information about sea-
water temperature and salinity, tidal transports and the 
strength of the radial geomagnetic field component. As 
the ocean is largely under-observed spatially and tem-
porally in all physical relevant quantities, such as tem-
perature and salinity and oceanic transports, the signals 
are a promising asset in closing the observation gap 
in the ocean. From model studies (Petereit et  al. 2019; 
Saynisch-Wagner et al. 2020), it is known that in coastal 

regions oceanic warming and seasonal thermocline dis-
placements cause considerable variations in both tidal 
ocean dynamo signal (TODS) amplitudes and phases. 
These observation regions are consequently of particu-
lar significance for ocean observation purposes. How-
ever, ground-based observations in those regions show a 
noticeable offset between observed and modeled ocean 
tide induced magnetic field amplitudes (Maus and Kuvs-
hinov 2004; Schnepf et  al. 2018). Out of several expla-
nations, one is the fact that the radial magnetic field in 
coastal proximity is largely influenced by the surround-
ing 3-D conductivity structure of the shore (Dostal et al. 
2012; Schnepf et  al. 2015). The conductivity structure 
results from the bathymetry, which defines the amount 
of conductive seawater and mire, which has to be mod-
eled with adequate resolution to account for this effect. 
The same is true to account for the high spatial variabil-
ity of ocean currents in shelf regions, as well as the fact 
that ocean tide-induced magnetic fields measured at one 
location can be induced at distant ocean regions Young 
et  al. (1920). Another explanation for this mismatch is 
uncertainties in the signal characterization. The afore-
mentioned increased variability of ocean tide-induced 
magnetic field amplitudes and phases in coastal regions 
and their sensitivity towards changes in the geomagnetic 
field create, as temporal TODS variations have not been 
investigated to this date, an additional uncertainty (Addi-
tional file 1).

In this study, we add to the characterization of TODS 
by identifying indications for temporal TODS variations 
in 10 years of minute magnetometer data. In particu-
lar, the data of three island magnetometer observatories 
was investigated. We first evaluated the quality of differ-
ent data processing approaches with a spectral method 
capable of analyzing the unevenly sampled data obtained 
after the processing. We find that existing approaches, 
namely, subtracting geomagnetic core field models, such 
as, in our case, CHAOS or applying first-order differenc-
ing, show deficiencies. After presenting and evaluating a 
suitable data processing technique, we used the data to 
assess seasonal variations and long-term trends. For the 
seasonal variations, we assessed the signal strength of 
M2 signal peak sidebands in the spectral data. We find 
indications for seasonal variations from the mean annual 
mean amplitude of, depending on the measuring site, 
from ≈ 3% to ≈ 25% of the M2 signal strength.

For the long-term amplitude and phase trends, we used 
three approaches to identify mean amplitudes and phases 
in the time series data. The approaches were applied to 
time series of incrementally increasing lengths (incre-
ment = one year), starting with a time series length of 
one year. We find that with increasing lengths, mean 
amplitudes change by up to ≈ 1nT. Average amplitudes 
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and phases obtained by the used methods differ substan-
tially from actual M 2 TODS amplitudes for the following 
reasons. Variations and trends in the actual amplitudes 
are averaged in the extraction methods over the respec-
tive time span. It is unknown whether these averaged 
amplitudes change because of trends, phase changes, 
interannual variation in the seasonal variability, meas-
urement uncertainties, or a combination of each. The 
extracted amplitudes are, therefore, an approximation to 
the actual amplitude. Furthermore, none of the presented 
extraction methods includes temporal trends in phases 
or amplitudes a priori. However, based on the findings of 
this study, it will be necessary to include them in future 
studies when attempting to model functions that aim at 
explaining or extracting the contribution of TODS to 
magnetic field observations. An additional effect that 
needs to be considered is that, over 10-year time periods, 
changes in amplitudes and phases of tidal transports vary 
naturally and reach values of several percent and degrees. 
These long-term variations in tidal transports can be 
directly inferred from the ephemerides using exist-
ing algorithms. Consequently, the impact of the secular 
variation of the geomagnetic field, changes in tidal trans-
ports, and seawater conductivity variations on seasonal 
to decadal time scales needs to be considered or even 
separated in the future (Additional file 1).

Based on our results, we find that when applying the 
presented methods, more than 4 years of observations 
are necessary to obtain reliable results. Using these meth-
ods, identification of seasonal variations can hence not be 
achieved. In addition, we find that signal phases do not 
only show temporal variations in the order of O(10◦) but 
also appear to be more robust with regards to the chosen 
fit function than signal amplitudes. However, on account 
of the need for sub-annual resolution of the temporal 
variability of the signal, better-adapted methods need to 
be applied to extract the minute signals from magnetic 
field observations. A possible start would be the imple-
mentation of a more sophisticated fit function Guzavina 
et  al. (2018). However, more promising results are to 
be expected from the application of other spectral esti-
mation methods, such as Singular Spectrum Analysis 
(SSA). The spectrum of TODS deviates largely from the 
spectrum of tidal transports, the source of TODS. An 
estimation of the complete TODS spectrum and a dem-
onstration of separation of ionospheric signals would 
make way to an unprecedented level of understanding 
as the relation between cause and effect can be analyzed 
reliably in all tidal components.

Advances in this field are relevant for ocean observa-
tions and have applications in magnetotelluric studies as 
they can be used for sounding the conductivity distribu-
tion of the mantle. Ocean tide-induced magnetic field 

signals are sensitive to the conductivity distribution of 
subsurface layers (Chave 1983; Dostal et al. 2012; Schnepf 
et al. 2015). This allowed for a successful global inversion 
to obtain an improved 1-D mantle conductivity distribu-
tion Grayver et  al. (2016). More important is to realize 
a comprehensive understanding of the temporal devel-
opment of ocean tide-induced magnetic field signals in 
coastal proximity.

One future measure is to advance the modeling 
capacities to small-scale processes on the coastal 
shelves. When combining advancements in electro-
magnetic field modelling Kruglyakov and Kuvshinov 
(2020) and ocean modelling Sulzbach et  al. (2021), 
improved results are to be expected. In addition, this 
would also help shed light on the long-range effect of 
electromagnetic fields in the observed magnetic field 
amplitudes. Already in 1920, tidal ocean-dynamo 
signals were measured that did not match the tidal 
flow at the measurement site, but with the stronger 
flow at a distant location generating stronger signals 
Young et  al. (1920). Identifying the exact location of 
the electric source causing the observed magnetic 
fields or the composition of sources adding to the 
signal will help bridge the gap between EM signal 
observation and ocean observation. This is especially 
important as the remote sensing advantage achieved 
through spaceborne TODS observations does not 
apply to small-scale EM signals. They decay faster 
than large-scale signals with the distance so that at 
satellite altitude, only the large-scale pattern of the 
global tides remains. This is also the reason why Tsu-
namis are unlikely to be detected at satellite altitude 
even though their signal strength is comparable with 
those of ocean tide-induced magnetic field signals at 
sea level Kuvshinov (2008). The challenge of identi-
fying seasonal M2 signal variations in coastal island 
magnetometer observations and linking them to their 
oceanic cause remains (Additional file 1).
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