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Abstract. In this paper, we investigate the problem of stability and syn-
chronization of fractional-order complex-valued neural networks with
time delay. By using Lyapunov—Krasovskii functional approach, some
linear matrix inequality (LMI) conditions are proposed to ensure that
the equilibrium point of the addressed neural networks is globally
Mittag—Leffler stable. Moreover, some sufficient conditions for pro-
jective synchronization of considered fractional-order complex-valued
neural networks are derived in terms of LMIs. Finally, two numerical
examples are given to demonstrate the effectiveness of our theoretical
results.

1 Introduction

Artificial neural networks (NNs) are generally remembered as one of the simplified
model of neural processing in the human brain. The dynamics of NNs have aroused
enormous interest of many researchers owing to their broad application prospects in
many fields such as associative memory, image processing, optimization problems and
pattern recognition [1-4]. Therefore, in the past decades, the analysis of dynamical
characteristics of NNs has received much attention and interest from many researchers
[4,5]. Recently, extended dissipative analysis was proposed by adjusting the weight
matrices in a new performance index in [6].

Fractional calculus is one of the emerging issues of mathematics in recent years,
which is the generalization of integer-order differentiation and integration. Some prac-
tical applications are modeled more accurately by using fractional-order derivatives
than classical integer-order derivatives. Therefore, it is necessary in various fields of
science and engineering, such as physics, signal and image processing, pattern recogni-
tion, biophysics, aerodynamics, economics biology, viscoelasticity, electron-analytical
chemistry [4,5,7,8]. As we know that the concept of memory is one of the impor-
tant property of NNs. When compared with the integer-order differential equations,
the fractional-order differential equations have infinite memory. The incorporation of
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memory terms into NNs models by using fractional calculus which is an important
improvement in the existing literature and it is necessary to analysis the dynamical
properties of fractional-order NNs. In recent decades, many interesting results about
stability analysis of fractional-order NNs which are reported in [9-13]. Some sufficient
conditions were presented for finite-time stability of network with Caputo fractional-
derivative in [14]. In [12], the authors investigated the global asymptotic stability of
equilibrium point of the fractional-order NNs by using contraction mapping princi-
ple and inequality scaling skills. Global Mittag-leffler stability and synchronization
problem for fractional-order NNs with time-varying delays was studied in [4,15,16]
by using fractional-order Lyapunov method and Mittag-leffler function.

Complex-valued neural networks (CVNNs) are extension of the real-valued neu-
ral networks (RVNNs) and its state vectors, output, activation functions, connection
weights are defined in the complex plane. CVNNs have specific successful applica-
tions different from RVNNs such as physical systems, image analysis optoelectronic,
signal processing, pattern recognition, ultrasonic, light, network communications and
so on [7,17-19]. In fact, analyzing the frequency domain, each signal is characterized
by magnitude and phase [1,20]. The magnitude and phase information’s are prop-
erly treat by using the complex domain which is the most characterized advantage of
CVNNSs. Thus, the analysis of dynamical characteristics of CVNNs has gained increas-
ing interest and more attention by many researchers, scientists in past few years
[1,12,21-25]. For example, in [26] the authors proposed several sufficient conditions
to ensure the existence of equilibrium point and global stability of fractional-order
complex-valued BAM NNs based on Lyapunov method. In [25], authors investigated
dual function projective synchronization of fractional-order complex-valued chaotic
systems.

Time delay phenomenon were first discussed in biological models and theoretical
research about the delay related systems [10] such as fluid-mechanical transmissions,
network control systems are very attractive attention of many researchers. Mean-
while, the existence of time delay systems, which may degrades the performance of
the systems, such as oscillations, deterioration of system performance, divergence and
even instability of control systems. Therefore, the study of dynamical characteristics
of time delay systems has both theoretical and practical importance. Recently, sev-
eral remarkable results about time-varying delay systems have been investigated in
[13,19,27-29]. For example, in [30], the stability analysis on time-delayed NNs has
also been investigated using Writinger based integral inequality. Very recently, in
[28], the authors have derived some delay-dependent stability criteria in the form of
linear matrix inequality which guarantee the asymptotic stability of the addressed
time-varying delay systems. By constructing Lyapunov functional candidate which
consisted of two quadratic functions with a special structural matrix, some sufficient
conditions were obtained to checking the stability of considered time-varying delayed
systems in [29].

Nowadays, the dynamical analysis of fractional-order CVNNs has received inter-
esting attention and some results have been reported [4,5,11,12,25,31-35]. Global
asymptotic stability of impulsive fractional-order CVNNs and stability analysis of
fractional-order CVNNs with both leakage and discrete delay was pointed out in
[12,35]. The idea of synchronization of fractional-order CVNNs systems has a lot of
attention from the scientists for verity of research areas such as ecological systems,
secure communication and system identification [36]. In addition, many results of
synchronization have been proposed such as exponential, finite-time synchronization
and global projective synchronization in [37-39].

Motivated by the above discussions, the purpose of this paper is to examine the
problem of stability and synchronization of fractional-order CVNNs with time delays.
Some sufficient LMI conditions have been proposed for checking the global asymp-
totic stability and projective synchronization of fractional-order CVNNs with time
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delays. First, LMI stability condition for fractional-order CVNNs are derived by using
fractional-order Lyapunov’s Direct Method [40]. Then, some numerical simulations
are presented to verify our theoretical results.

The rest of this paper is organized as follows. In Section 2, we give some basic
definitions of fractional calculus involving fractional-order Lyapunov direct method,
Mittag-Leffler stability and Caputo fractional-derivative. The global stability and
projective synchronization conditions of fractional-order CVNNs with time delay were
proposed in Section 3. In Section 4, two numerical examples are given to show the
effectiveness of our main results. Finally, the conclusion of the manuscript is given in
Section 5.

2 Preliminaries

Definition 1 ([41]). The Riemann-Liouville fractional integral of order oz > 0 for a
continuous function h(y) : RT — R is defined as

I*h) = o [ =) Vhar
0

where I denotes the Riemann—Liouville fractional integral of order « and I'(.) is the
Gamma function.

Definition 2 ([42]). For a function u(t) : (0,00) — R, the Riemann-Liouville frac-
tional derivative of order & > 0,n = [a] + 1 ([a] denotes the integer part of the real
number «) is defined as

Dou(t) = ot (nl, 5 (jt)n /0 (= Ty lu(r)dr

Definition 3 ([43]). The Caputo fractional-derivative of order o > 0 for a function
g € C""1([0,00),R) the set of all n + 1 order continuous differentiable functions on
[0,0) is defined as follows

t
1

SDR) = T / (t = 1)V g) (7)ar,

where n is the first integer greater than «, that isn —1 < a < n.
Especially, when « € (0,1)

t

(% _ ]‘ —« )
thg(t)_F(l—Oé)b/(t_T) g(T)dT.

The Gamma function is defined as
[(z) = / e'51dt, (Re(z) > 0),
0

where the Re(z) is the real part of z.
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Let us consider the fractional-order CVNNs with time delay described as follows:
wDFzi(t) = —cizi(t) + > asfi(z () + Y bii fi(2(t = 7)) + I (1)
j=1 j=1

where i = 1,2,3,...,n,2(t) € C is the complex state of the ith neuron, ¢; > 0
is the self-feedback connection weights, (ai;)nxn € C**™ and (bij)nxn € C**" are
the connection weight matrices without and with time delay respectively. I; € C is
the external input vector, 7 is the constant time delay and f;(z;(t)), fi(z:(t — 7))
are complex-valued nonlinear activation functions for without and with time delay
respectively.

In order to obtain the LMI conditions for global stability of fractional-order
CVNNs (1), we need the following Lemmas and some Assumptions to prove our
main results.

Lemma 1 (Fractional-order Lyapunov Direct Method [16]). The equilibrium point
T = 0 is Mittag—Leffler stable if there exist positive constants li,ls,l3,a,b and a
continuously differentiable function V (t,x(t)) satisfying

a ab
L@ < V(¢ 2(t) <l [lz@)]™, (2)
WDV (t,x(t) < =l (1), (3)
where t > 0, € (0,1), and V(t,2(t)) : [0,00) x D — R satisfies locally Lipschitz
condition on x; D C R™ is a domain containing the origin. If (2) and (3) holds
globally on R™, then T = 0 is globally Mittag—Leffler stable.
Remark 1. Mittag-Leffler stability implies asymptotic stability for fractional-order
CVNNs (1), i.e., . ligl [|z(¢)]] = 0.
—r+00

Lemma 2 ([16]). Let x(t) € R?" be continuous and derivable, it implies, for any
positive definite matriz P € R2x2n

1
3 1o DIz () Px(t) < 2T ()P 4, Dix(t), Y q€(0,1).

Assumption 1. g(z) is continuous and satisfies Lipschitz condition on R?" and there
exists a Lipschitz constant L, > 0, such that

lg(y) = 9(@)ll2 < Lgll(y — @)ll2, @,y € R*".

Assumption 2. There exists a unique solution of a system (1), if the activation
function f(z,y) satisfies locally Lipschitz condition on z,y.

Assumption 3. Every activation function f; is continuous and satisfies Lipschitz
condition on R with Lipschitz constants ;, q; ,

|fi(ys) = filxs)| < Lilyi — i),
l9:(yi) — gi(xi)| < qilyi — w4,

for all z;,y; € Randi=1,2,3,...,n. In addition, the compact form for any diagonal
matrix L > 0

£ (y) = f@)ll2 < LI|(y — @) 2.
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Assumption 4. The complex-valued nonlinear activation functions f;(z;(¢)) and
fi(z;(t — 7)) are separated by its real and imaginary parts and it can be expressed as
follows

filzi(1)) = fH(zi(0)) +if] (zi(2))

and

filzi(t = 7)) = Rzt = 1) +if] (it — 7)),

where f1(z;(t)), fl(z:(t)) R =R, i=1,2,3,...,n.
Then, there exist positive numbers vy, v5 € R and vy # vs,

9B < fiR(Vl) _fiR(VQ) < B+
v - V1 — Vg -t ’

() — f1
gl= < W)= FiWe) e i 193,
vy — V2

where 977 9F 91~ 9I* are some real constants and may be positive, zero or
negative.

3 Main results
For representation convenience, the following notations are introduced:

F1 = diag{ﬁ'hﬁ‘l},

Fy = diag{of =05 0f0FT, L 0R-0RT),

Py = diag{017 91", 057957, 0000
F2 = diag{F27 FQ}u

B . 9T o7 9l 4olt OE 4ol
FQ:dlag{ N R 5 ,
~ . 9l 49lt 9l 49lt 91— 49I+
F2:d1ag{1;1 5 2;2 ,...,1";_" .

3.1 Stability of fractional-order CVNNs

Let us consider the equivalent vector form of (1) is defined as follows
Dy Z(t) = =CZ(t) + Af(Z(1)) + Bf (Z(t = 7)) + 1, (4)

where Z(t) = z(t) + iy(t) € C,with =z(t) = Re(Z(t)), y() = Im(Z(t)). i
denotes the imaginary unit, i = /=1. C = diag{c1,c2,...,cn} A = (@ij)nxn €
C™", B = (bij)nxn € C™, f(Z(1)) = (fi(21(1)), fo(22()) - .o fal2n ()T, f(Z(¢ —
7)) = (fi(z1(t = 7)), falz2(t = 7)), ..., fu(zn(t —7)))T are the complex-valued nonlin-
ear activation functions without and with time delays. f;(-) € C denotes the activation
function for ith neuron. I = (I, I, ... ,In)T denotes the external input.

Equation (4) can be separated into its real and imaginary parts, we have

wDPx(t) = —Ca(t) + A" f(x,y) — A" (2,y) + BRg"(2r,y-) — B'g" (xr,y-) + I,
oDy (t) = —=Cy(t) + AT fR(z,y) + A% f(x,y) + B'g"(xr,y-) + B9  (@r,y-) + I,
(5)
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where z(t) = (21(t),...,z.(t)T, y(t) = (y1(t),...,yn(t))T, C = diag{cy,...,cn}
AR BE Al BT ¢ R™ ™ are real and imaginary parts of the connection weight
matrices of A and B respectively. fT(x(t),y(t)), fL(z(t),y(t)), fR(x(t — 7),y(t —
N, flx(t—7),y(t—7)) : R?> - R, i =1,2,...,n, are the real and imaginary activa-
tion function of f(Z(t)) and f(Z(t— 7)) respectively. I%, I' are the real and imaginary
parts of external input I.

Then, the system of equation (5) can be written in the compact form as,

WwDEX(t) = —CX(t)+ Af(X(#)+ Bf(X(t—7)) + 1. (6)

) 1", C = diagler, 2, €3, ... can,

_ R _pI _ R
T
( = Y f(x,y),ff(x,y),...,fff(x,y),

), fa(2,y), f5 (@), fa(@, )T,
(t_T)):(flR(xTﬂyT)7 R(‘(L.T7y7')7f§(x7'7y7%7‘"7f717?(x7'7y7'>7
'TTayT)7 QI(xrvy‘r ,f:){(xnyr),--~7f7€(95ny7))

S~
i~
—
~—

Assumption 5. There exists a constant 6, such that 0 < 6 < 1 for
(A+B)T(CcHTC Y (A+B) < (L)%
Theorem 1. The system (6) has a unique equilibrium point if Assumption 1-5 holds.

Proof. We show that the existence and uniqueness of the equilibrium point of equation
(6). Let us define a mapping E(w) : R?" — R?",

E(w) =C 'Af(w)+C 'Bf(w)+ C~ 1. (7)

where w = (w1, wa, w3, . .., Wwa,)7T.
Then we have to take two vectors ¢, p € R2?

= (F(6) — F()"( + B)(F(6) - F(9)),

= (f(¢) - fe) T (A+B)T(C™HTCH A+ B)(f(9) - f(¢)),

< 0172 (fil9) — Fil))?,

=06 — ¢l (8)

From the inequality (8), |E(¢) — E(p)|l2 < V0||¢ — ¢||2 which shows that the
mapping is the contraction mapping on R*". Thus, there exists a unique fixed point
w* € R?" such that E(w*) = w*, we have

w* = C'Af(w*) + C'Bf(w*) + O (9)

It follows that,

—Cw* + Af(w*) + Bf(w*) + 1 =0,

where the w* is the unique zero solution of system (6).
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Theorem 2. Under Assumption 1-5, the unique equilibrium point of system (6) is
globally Mittag—Leffler stable, if there exists an 2n X 2n matrices P > 0 and Q > 0
satisfying

—PC-CTP+Q - F A 0 PA+ LA, PB

= * -4y - Q 0 Ay
== . . A 0 <0. (10
* * * —Aq

Proof. From Theorem 1, the system (6) has a unique equilibrium point X* = 0. By
the change of variables for the system (6) as Y'(t) = X (¢) — X* then,

WDRY (1) = ~C(Y (1) + X*) + AF(Y (1) + X*) + BI(Y(t —7) + X*) + I,
= —CY (1) + AF(Y (1) + X*) = F(X)] + BIF(Y (2 —7) + X*) = F(X*)]
H(-CX" + AF(X) + BF(X) + 1), (1)

Since by (9), X* is the unique equilibrium of the system (6). Thus,

—CX*+Af(X*)+Bf(X*)+I=0. (12)

Then, the system (11) can be converted as follows,

DY (1) = —CY(t) + Af(Y(t)) + Bf(Y(t — 7)) + I, (13)

where f(Y (1)) = f((Y () +X*) = f(X*)), f(Y(t—=7)) = f((Y(t=7)+X") = f(X7)).
Let f(Y(2t)),f(Y(t 7)) satisfies the Lipschitz condition on R?" such that, for all
Y, X e R,

IF(Y) = FOl2 < LIY = X)) (14)
Now, consider the following Lyapunov-Krasovskii functional,

V(t,Y(#)=YT#t)PY(t)+ +, D} t YT (r)QY (r)dr. (15)

1—7

Calculating the caputo fractional-derivative o of V(¢,Y(¢)) along the solution of
system (13), we have

WDEVE) = (DT OPYO) + WD [ YT QY (e
<2YT(t)P,, DY (1) + YT ()QY (t) = YT (t — 7)QY (t — 7),
= 20YT()PY (t) + 2YT () PAF(Y (t)) + 2YT () PBf(Y (t — 7))
+YT(B)QY () = YT (t = 7)QY (t — 1),
= YTW)PCY(t) = YT(t)CTPY (t) + 2Y T (t)PAF(Y (t))
+2Y T PBF(Y(t— 1)+ YT)QY (t) = YT (t — 7)QY (t — 7). (16)
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For any positive diagonal matrices Ai, Ay, from Assumption 4, we can write the
inequality as follows:

[ 71}02 ]T {Fl*A 1 iA] [{QQ))} =0 a7)
[ VT ( th } {F:AQ FQAQ] [f(ngzt—TT)))} “0 18)

From (16) to (18), we obtain
WDV () < CT(1) Z (1) <0, (19)

- - T
where ((t) = |Y(t) Y({it—7) f(Y() f(Y(t 77))} and = is defined in (10).
Hence, as a consequence of Lemma 1, we can conclude that the fractional-order
CVNNs system (6) is global Mittag—Leffler stable. The proof is completed.

3.2 Synchronization of fractional-order CVNNs

In this subsection, we derive the conditions for checking projective synchronization of
considered fractional-order CVNNs with time delay by using drive-response approach.

Let us consider the drive system and the corresponding response system as
follows:

Du(t) = —Cu(t) + Af(u(t)) + Bf(u(t — 7)) + I, (20)
Dfwv(t) = —=Co(t) + Af(v(t)) + Bf(v(t — 7)) + I + (1), (21)

where u(t) = x(t) + iy(t) ,v(t) = c(t) +id(t) € C™ are the state vector of (20) and
(21) respectively. A = (ajj)nxn € C"*", B = (bij)nxn € C*", I, f(u(t)), f(u(t —
7)), f(v(2)), f(v(t — 7)) € C™ are defined as the same as those in system (4).

o(t) = (01(¢),v2(¢),...,0,(t))T € C" is the control law. Now, separating the real
and imaginary parts of (20) and (21) and the corresponding vector form as follows:

DYX(t) = —CX(t) + Af(X () + Bf(X(t — 1)) + 1, (22)
DY (t) = —CY(t) + Af(Y(t) + Bf(Y(t — 7))+ I+ U(#), (23)
where
X =[a) yt) ", Y@ =[c@t) dt)]T
z(t) = [z1(t), z2(t), 25(t), . ~>wn(tT]T,y(t = [ (), y2(1), ys(t), - - 7yn(tT]Ta
c(t) = [e1(t), c2(t), calt), - .- en(®)] ,d(t) = [di(t),d2(t),d3(t), ..., dn(t)]",
C’:dlaj}[%cl, 02103, .o. Conl, o I o "o
. . - . oB(t
{1 Al AR , B= B! RBR :|7 I:|:II:|a U(t):{ﬁl(t)]7
FX@) = (), 352, 9), - [l (@), £ (2,9), f3 (2,9), - Fr(@,0)T,
f(X(t - T)) = (flR(.TT,yT),fQR(xﬁyT), .- wfr?(mﬁyr)afl](x‘rvyT) f2I($Tay‘r )
_ s fa(ae ye)T
FY () = (fi(e d),sz(c, d)w.,ff(ca d), f{(c,d), f3(c,d), ..., fi(c,d)T,
f(Y(t - T)) = (flR( Cr, ) f2 (C.,-,d.r), - .,ff(c.,-,dT),fll(c.,-,d.,-),fQI(c-,-,d.,-),

oo fher, do )T
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Definition 4. The drive (20) and response systems (21) are said to be globally
asymptotically projective synchronized, if there exists a A € R2"*2" gsuch that for
any initial values X (¢), Y (tg) € R?", the error vector E(t) = Y (t) — AX (t) converges
to zero,

lim [[E(@)]] = Tim_[|V() — AX(0)]| = 0. (24)

t—+oo

Remark 2. There are some special cases of projective synchronization under pro-
jection scaling matrix A. If there exists a A = diag{A;, Aa, 43,..., A2, } such that
, ligl [|Y (t) — AX (¢)|] = 0, then we call the system (20) and (21) are achieve modified
— 400

projective synchronization.

Remark 3. When, A; = Ay = A3 = -+ = Ag,, = 1, then we call the systems (20)
and (21) are achieve complete synchronization, A; = Ay = A3 =--- = Ay, = —1, it
is called anti synchronization and A; = Ay = A3 = --- = Ag,, then systems (20) and

(21) are said to realize projective synchronization.

Remark 4. If the error system F(t) is asymptotically stable, which implies the
modified projective synchronization between the systems (20) and (21) is realized,
ie., tliin |E®)|| = tliin [lY(t) — AX(t)]| = 0.

—+oo —+oo

Now, we can design the projective synchronization control in the response system
(23). Consider the drive system (22) with projective coefficient matrix A and response
system (23) as

AD{X(t) = —ACX(t) + A Af(X 1) +4 ?
DY (t) = —CY (t) + f( N+ Bf(Y(t—71)+T+U(2).

Since, the error system is represented as E(t) = Y (t) — AX (¢), one can obtain,

—AAF(X(t)) — ABF(X(t — 7)) — AT
— —CAX(t)
—ACX(1)

D&Y (t) — ADYPX (t) = —CY () + Af(Y(t))+ Bf(Y(t — 7)) + [+ U(t) + ACX(t)
) a

(AX

Af )
AAF(X (1)

_l’_
+

Then, the control input U(t) in response system (23) as the following form

U(t) = j1(t) +72(2),

]1(>:KE() _ o o (25)

J2(t) = (C /1,—_ C)X(t) — Af(AX(t)) + AAf(X(t)) — Bf(AX(t — 7))
+ABf(X(t—7))+ Al — I,

where K is the control gain and A is called the projective coeflicient matrix.
The control (25) is a hybrid control, ji(¢) is an adaptive feedback control, and
Jj2(t) is an open loop control. For the given drive-response system (22) and (23) we
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find the error system FE(¢) is described as follows

Dy E(t) = D{'Y (t) — ADy X (1),
=-CY(t)+Af(Y(t)+ B (Y(t ))+I+U()+ACX(t)
—AAf(X(8) = ABF(X(t -
=-CY(t)+ Af(Y ())+Bf(Y(t ))+I+KE() (CA—-AC)X ()
—Af(AX () + AAf(X(t)) — Bf(AX(t — 7)) + ABf(X(t — 7))+ Al — I
(t

) — ABf(X(t—7)

+ACX (1) — AAf( ) — AL
= —C(Y(t) - AX (1)) + A(f(Y (1)) — F(AX(1)))
+B(f(Y(t—T)) FAX(t —7))) + KE(),

D{E(t) = (K — C)E(t) + Af(E(t)) + Bf (E(t — 7)),

where f(E(t)) = F(Y (1)) — F(AX(8)), F(E(t — 7)) = F(¥ (t — 7)) = F(AX(t - 7)).

Theorem 3. For the drive-response systems (20) and (21) can realize the globally
asymptotically projective synchronization under control law (25). If the Assumption
1-5 holds then the inequality satisfies,

PK-C)+(K-CO)TP+Q—-FA 0 PA+ A, PB
_ * —-Q — F14; 0 Ay
£= . . A 0| <o

* * * —As
(26)

Proof. According to drive-response systems (22) and (23) and control law (25) we
get the error system as,

DYE(t) = (K — C)E(t) + Af(E(t)) + Bf(E(t — 7)). (27)
Consider the Lyapunov—Krasovskii functional,

V(t,E(t)) = ET(t)PE(t) +¢, D t ET(r)QE(r)dr. (28)

1—7

Calculating the fractional-derivative a of the V' (¢, E(t)) along the solution of system
(27),

wDFV () = oD (BT () PX (1)) +4, Dy t ET(r)QE(r)dr,

<2ET(t)P,,DYE(t) + ET(t)QE(t) — ET(t — )QE(t — 1),

= —2CET(t)P(K — C)E(t) + 2ET (t)PAf(E(t)) + 2ET (t)PBf(E(t — 1)),
+ET(H)QE(t) — ET(t — T)QE(t — )

= ET(t)P(K — C)E(t) + E"(t)(K — C)" PE(t) + 2E" (t) PAf(E(t))
+2ET(#)PBf(E(t — 7)) + ET(t)QE(t) — ET(t — 7)QE(t — 7). (29)
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Fig. 1. The real and imaginary parts of the state trajectories of the system (33) is converges
approximately to the unique equilibrium point z & (z1 = 0.3461 + i 0.4405, z> = —0.8505 —
i 0.1100)T with initial condition z(to) = (z1(to) = 0.5 +1 0.6, 22(to) = 0.1 +i 0.4)T and
I=(4+i2,-8+i)7 fora=0.9,7=08in (a),a=0.9,7 = 0.3 in (b) and a = 0.6,7 = 0.8
in (¢), « =0.6,7 = 0.3 in (d).

For positive diagonal matrices A7, A3, from Assumption 4, one can obtain the
inequalities as follows,

~ET(t) g A —Fy Ay E(1)
[fT(E(OJ { S ] [f(E(t))} =0 (30)
ET(t—7) " [Fids ~FoAs] [ E(t—7)
[fT(E(tT))} [ x Ay ] [f(E(t—q-))} < 0. (31)
From (29) to (31), we obtain
WDV () < ¢T(1) €<(1) <0, (32)

where ((t) = [E(t) E({t-7) f(E®) f(E({- T))]T and ¢ is defined on (26).

Hence, the error system (27) is globally Mittag—Leffler stable. Then, the drive
and response systems (20) and (21) are said to be globally asymptotically generalized
projective synchronized. The proof is completed.
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Fig. 2. The real and imaginary parts of the state trajectories of the system (33) is converges
approximately to the unique equilibrium point zZ &~ (z; = 0.3461 + i 0.4405, Zo = —0.8505 —
i 0.1100)7 with initial condition z(to) = (z1(to) = 1.5 +1 0.8, 22(t0) = 0.7 —i 2.4)T and
I=(4+i2,-84+1)T fora=0.9,7=08in (a), « =0.9,7 = 0.3 in (b) and & = 0.6, 7 = 0.8
in (¢), «a =0.6,7 = 0.3 in (d).

4 Numerical examples

In this section, two illustrative examples are proposed to demonstrate the effectiveness
of our theoretical results.

Example 1. Consider the two dimensional fractional-order CVNNs with time delays
as follows.

oD z1(t) = —11.421(t) — (0.3 + i 2)tanh(z1(¢)) + (0.2 — i 0.6)tanh(z2(¢)
—(0.5 4 1i)tanh(z1(t — 7) + (0.65 — i 6)tanh(z2(t — 7)) + (4 +1 2), (33)

0D§z2(t) = —11.425(t) — (0.8 +1 0.1)tanh(21(t)) + (—=0.5 4+ i 1.3)tanh(z2(t))
+(—2.1410.5)tanh(z (t — 7) + (1.2 + 1 0.4)tanh(z2(t — 7)) + (-8 + i).

Then by the Assumptions 3 and 5 the inequality (A + B)T(C~HTC~1(A+ B) <
O(L~1)? holds for the chosen parameters

_0.0630 00062 0.1868  0.0287
Tt e | 00062 00171 —0.0287 0.1682
(A+B)(CT) CTHA+B) = | (4868 —0.0287 —0.0630 0.0062

0.0287  —0.1682 -0.0062 —0.0171

By Theorems 1 and 2, the system (33) has unique equilibrium point z = (z; =
0.3461+1 0.4405, Z, = —0.8505 —1 0.1100)7, and z is globally Mittag-Leffler stable for
different initial conditions, fractional-order o with time delay. Figures 1 and 2 show
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Fig. 3. (a) Evaluation of error state between (34) and (35) and evaluation of drive-response
system with A = diag(1,1,1,1) (see left banner). (b) Chaotic behavior of drive-response
system with A = diag(1,1,1,1) (see right banner).

that the equilibrium solution of the system (33) converges to the unique equilibrium
point z ~ (z; = 0.3461 + i 0.4405, z, = —0.8505 — i 0.1100)T".

Example 2. Consider the two dimensional drive and response fractional-order
CVNNs with time delays as follows. The drive system is represented as

DY Puy(t) = —ur(t) + (1.2 +1 0.7) tanh(ui (t)) 4 (2.6 + i 1.5) tanh(usa(t))
+(1.34+1 0.4) tanh(u1 (t — 4)) + (=1.5 41 0.8) tanh(ua(t — 4)),

DY Pus(t) = —ua(t) + (6.2 — i 1.3) tanh(ui (t)) + (—0.3 + i 0.5) tanh(usa(t))
+(0.3+1 2.5) tanh(u1 (t — 4)) + (3.2 +1 1.7) tanh(uz(t — 4). (34)

The response system is represented as

DYy (t) = —vi(t) + (1.2 +1i 0.7) tanh(v1 (£)) 4 (2.6 + i 1.5) tanh(v2(t))

+(1.3+10.4) tanh(vi(t — 4)) + (—1.5+1 0.8) tanh(v2 (¢t — 4)) + 1 (¢),
DY s (t) = —va(t) + (6.2 — i 1.3) tanh(v1 (t)) + (—1.3 4 i 0.5) tanh(v2(t))

+(0.3+1 2.5) tanh(v1(t —4)) + (3.2 +1 1.7) tanh(v2 (¢t — 4)) + D2(t). (35)

We have to derive the error system as FE(t) = Y (t) — AX(t), with the projective
coefficient matrix A and the initial conditions of the drive system and response system
are taken as uq(tp) = 1.34+1 0.6, ua(tg) = 6.2+10.7 and vy (tg) = 2.3 41 0.4, v2(tg) =
6.2 +1 0.7 respectively. From (25) the control can be deduced as

U(t)= KE(t)+ AAf(X(t)) — Af(AX()) + ABf(X(t— 7)) — Bf(AX(t—7)). (36)
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It is a real valued system to be designed from the real valued drive-response sys-
tems (22) and (23). K2"*2" is the coefficient matrix of the adaptive feedback
control.

By Theorem 3 and Assumption 3 the systems (34) and (35) are globally asymp-
totically generalized projective synchronized under the control law (36) for any
initial conditions wug,vg € C™ when the error vector E(t) converges to zero. Under
chosen projective coefficient matrix A some special synchronization classes are
discussed.

Case (i): In this case, we discus about the complete synchronization of (34) and (35),
i.e., A is identity. We select the projective coefficient matrix A and the coefficient
matrix K of the adaptive control is defined as

1000
0100
0010 ("
0001

A:

0.1454 1.4595 1.9563  2.6119
—-1.0327  0.0158 2.3522  3.4510
—2.7535 —4.4164 —-0.9371 0.4532
—1.4580 —2.1111 —-0.5341 0.1251

=
I
—
w
X
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Figure 3 shows that the state variables of drive system and response system syn-
chronize to the corresponding scaling matrix (37). Also, the time response of the
synchronization errors of drive-response systems is stable.

Case (ii): For A is chosen as (39) and the controller gain matrix K is defined as (38)

-1 0 0 0
0 -1 0 0

A=109 o ~1 o |- (39)
0 0 0 -1

Figure 4 shows that the state variables of drive system and response system syn-
chronize to the corresponding scaling matrix (39). Also, the time response of the
synchronization errors of drive-response systems is stable.

Case (iii): For A is chosen as (40) and the controller gain matrix K is defined as
(38)

250 0 0
0250 0

A=1090250 |- (40)
00 025

Figure 5 shows that the state variables of drive system and response system syn-
chronize to the corresponding scaling matrix (40). Also, the time response of the
synchronization errors of drive-response systems is stable.
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5 Conclusion

In this paper, the authors extensively studied the problem of stability and synchro-
nization of fractional-order CVNNs with time delay. Some sufficient conditions have
obtained to checking the global stability of considered fractional-order CVNNs with
time delay by constructing appropriate Lyapunov—Krasovskii functional approach.
In addition, some sufficient criteria were developed in terms of LMI to guarantee
the projective synchronization for delayed fractional-order CVNNs with projective
scaling matrix. Finally, two numerical examples were provided to demonstrate the
effectiveness of our theoretical results.

This work was supported by CSIR Research Project sanctioned number 25(0237)/14/EMR-
II.

References

. H. Bao, J.H. Park, J. Cao, Neural Netw. 81, 16 (2016)
. L. Chen, R. Wu, J. Cao, J.B. Liu, Neural Netw. 71, 37 (2015)
V.N. Phat, Y. Khongtham, K. Ratchagit, Linear Algebra Appl. 436, 243 (2012)
I. Stamova, Nonlinear Dyn. 77, 1251 (2014)
X. Peng, H. Wu, K. Song, J. Shi, Neural Netw. 94, 46 (2017)
T.H. Lee, M.J. Park, J.H. Park, O.M. Kwon, S.M. Lee, IEEE Trans. Neural Netw.
Learn. Syst. 25, 1936 (2014)
7. H. Liu, Y. Pan, S. Li, Y. Chen, Int. J. Mach. Learn. Cybern. (2017)
https://doi.org/10.1007/s13042-017-0646-z
8. H. Wu, L. Wang, P. Niu, Y. Wang, Neurocomputing 235, 264 (2017)
9. J. Cao, J. Wang, IEEE Trans. Circ. Syst. I: Fundam. Theory Appl. 50, 34 (2003)
10. T. Ma, J. Zhang, Y. Zhou, H. Wang, Neurocomputing 164, 182 (2015)
11. F. Wang, Y. Yang, M. Hu, Neurocomputing 154, 239 (2015)
12. L. Wang, Q. Song, Y. Liu, Z. Zhao, F.E. Alsaadi, Neurocomputing 243, 49 (2017)
13. X. Yang, C. Li, T. Huang, Q. Song, Appl. Math. Comput. 293, 416 (2017)
14. W. Ran-Chao, H. Xin-Dong, C. Li-Ping, Commun. Theor. Phys. 60, 189 (2013)
15. J. Xiao, S. Zhong, Y. Li, F. Xu, Neurocomputing 219, 431 (2017)
16. S. Zhang, Y. Yu, J. Yu, IEEE Trans. Neural Netw. Learn. Syst. 28, 2423 (2016)
17. G. Velmurugan, R. Rakkiyappan, J. Cao, Neural Netw. 73, 36 (2016)
18. Z. Wang, H. Zhang, P. Li, IEEE Trans. Syst. Man Cybern. B: Cybern. 40, 1596 (2010)
19. L. Zhang, X. Yang, C. Xu, J. Feng, Appl. Math. Comput. 306, 22 (2017)
20. 1. Aizenberg, Complez-valued neural networks with multi-valued neurons (Springer
Verlag, Berlin Heidelberg, 2013)
21. J. Liu, S. Liu, Appl. Math. Model. 48, 440 (2017)
22. Q. Song, H. Yan, Z. Zhao, Y. Liu, Neural Netw. 81, 1 (2016)
23. Q. Song, Z. Zhao, Neurocomputing 171, 179 (2016)
24. L. Wu, HK. Lam, Y. Zhao, Z. Shu, Math. Probl. Eng. 2015, 246351 (2015)
25. V.K. Yadav, N. Srikanth, S. Das, Opt. Int. J. Light Electr. Opt. 127, 10527 (2016)
26. Z. Wang, L. Huang, Neurocomputing 173, 2083 (2016)
27. N. Cai, Y. Jing, S. Zhang, Commun. Nonlinear Sci. Numer. Simul. 15, 1613 (2010)
28. T.H. Lee, J.H. Park, S. Xu, Automatica 75, 11 (2017)
29. T.H. Lee, J.H. Park, Automatica 80, 239 (2017)
30. T.H. Lee, J.H. Park, M.J. Park, O.M. Kwon, H.Y. Jung, J. Frankl. Inst. 352, 5627
(2015)
31. R. Rakkiyappan, J. Cao, G. Velmurugan, IEEE Trans. Neural Netw. Learn. Syst. 26,
84 (2015)
32. R. Rakkiyappan, G. Velmurugan, J. Cao, Chaos Solitons Fract. 78, 297 (2015)
33. W. Yu, J. Cao, J. Wang, Neural Netw. 20, 810 (2007)

O U o=


https://doi.org/10.1007/s13042-017-0646-z

Fractional Dynamical Systems 3655

34. D. Zhang, J. Xu, Appl. Math. Comput. 217, 164 (2010)

35. L. Zhang, Q. Song, Z. Zhao, Appl. Math. Comput. 298, 296 (2017)

36. C. Li, C. Li, G. Li, G. Zhao, Int. J. Adapt. Control Signal Process. 31, 429 (2017)
37. X. Li, R. Rakkiyappan, Commun. Nonlinear Sci. Numer. Simul. 18, 1515 (2013)
38. R. Rakkiyappan, G. Velmurugan, J. Cao, Nonlinear Dyn. 78, 2823 (2014)

39. Z.M. Zhang, Y. He, M. Wu, G.Q. Wang, Appl. Math. Comput. 314, 121 (2017)
40. Y. Li, Y.Q. Chen, I. Podlubny, Comput. Math. Appl. 59, 1810 (2010)

41. Z. Ding, Y. Shen, Neurocomputing 196, 159 (2016)

42. B. Ahmad, J.J. Nieto, Bound. Value Probl. 2011, 36 (2011)

43. R. Rakkiyappan, K. Sivaranjani, G. Velmurugan, Neurocomputing 144, 391 (2014)



	Stability and synchronization of fractional-order complex-valued neural networks with time delay: LMI approach
	1 Introduction
	2 Preliminaries
	3 Main results
	3.1 Stability of fractional-order CVNNs
	3.2 Synchronization of fractional-order CVNNs 

	4 Numerical examples
	5 Conclusion

	References

