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Abstract Our study aims to clarify the mechanisms of successful microsleep tolerance that accompanies
the monotonous solving of simple cognitive tasks. On the example of a homogeneous pool of participants
with such stability, we demonstrated objectively calculated characteristics of psychometric and neural cor-
relates that were statistically different in two identified subgroups for the process of long-term monotonous
recognition of bistable images (Necker cubes). We hypothesized that the observed differences between the
two types of monotony resistance were due to different personal characteristics of different subgroups,
viz.: type I observers were characterized by an innate resistance to the occurrence of monotony caused by
the organization of the brain and psyche, in particular, by pronounced left-sided frontal electroencephalo-
gram (EEG) asymmetry; type II observers did not have such powerful innate quality albeit implemented a
powerful mechanism of self-motivation and/or self-discipline. For subgroup I, it was demonstrated that sig-
nificant areas of scalp spatial zones had well-formed event-related potentials (ERP), while in subgroup II,
the number of spatial zones with well-formed ERP was significantly lower. At the same time, subjects in
subgroup II made fewer errors in solving cognitive tasks than those in subgroup I. Use of the proposed sim-
ple psychometric characteristics (reaction time Tr distributions) could be adapted to implement training
with biofeedback for exercising attention control.

1 Introduction

A systematic study of monotony as a mental phenomenon emerged at the end of the nineteenth century, primarily
in connection with ongoing industrialization and predominance of simple monotonous activities directly associated
with it [1, 2]. Monotony, occurring during monotonous repetitive activity in a sensory-impoverished environment, is
considered a subjective feeling of boredom, accompanied by emergence of vivid memories and internal images that
distract from routine tasks [3, 4]. Studies of monotonous activity are still relevant [5–7], which is primarily associ-
ated with further development and importance of various types of monotonous activity, such as control of technical
devices [4, 7, 8]. In the tasks of operator activity, the occurrence of monotony could lead to a catastrophic loss of
control over the situation, an increase in the response time to its changes, and even to the occurrence of episodes
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of sleep/microsleep in the subjects [3, 9, 10]. However, the activity of present-day people becomes monotonous not
only during long-term automated driving or control over the process management at a nuclear power plant, but
also in the course of performing various work-related and educational functions. In particular, highly specialized
occupations, along with further improvement of relevant qualifications, require a long monotonous training.

Numerous studies of human psychological reactions to the monotonous presentation of stimuli have established
that it can cause a loss of vigilance [11, 12], emotional stress, boredom in the sense of lipophrenia [13], apathy,
unwillingness to continue monotonous activities, as well as professional deformations of the personality, including
emotional-personal and motivational disorders [14–17]. Numerous psychological and psychophysiological studies
prove that the effective ability to endure monotony (without strong psychological and production losses) is more
pronounced in individuals possessing a number of psychological qualities developed as a result of a long experience
of activity in conditions of monotony [15]. At the same time, early studies demonstrate relationship between
monotonic resistance and nervous system strength [18–20], correlated with an equilibrium balance of excitation
and inhibition processes [21, 22].

A long-term study of psychological reactions to monotony has led to the emergence of a whole series of works
aimed at rapid psycho-correction of the functional state for each specific operator/user, based on brain–computer
interfaces systems [23, 24], or psychotherapeutic approaches to learning self-regulation processes of mental states
[25, 26]. At the same time, the development of means to combat monotony faces the problem of its individual
tolerance/intolerance, as well as the problem of “turning on” self-regulation to counter it. From the standpoint of
objective observation of psychophysiological phenomena, the development of monotony during cognitive activity
is studied as a phenomenon activating various functional networks of the human brain [27, 28]; as a process
transforming visual attention, thereby reducing the ability to track and analyze various changes [29, 30]; as a
change in the characteristics of evoked potentials [31, 32]; and also as the detection and description of short
episodes of light sleep and deep sleep [33, 34], etc. Studying the predecessors of short periods of unconscious sleep
is especially relevant from the applied standpoint due to its propinquity to urgent tasks, for example, the task
of long-term control of the automated process of driving a car [4, 35]. Despite considerable applied significance
of such studies, the task of psychophysiological description of a person’s successful adaptation to the process
of monotonous/boring cognitive activity is by no means fulfilled by them. Attention to such studies, based on
combinations of objective methods for measuring the parameters of the psyche, brain activity, and physiological
systems, is associated with a fundamental interest in the evolutionary aspects of the emergence of higher cognitive
functions (CF) in humans [36], age-related changes in CF during the processes of body maturation and aging
[5, 37], as well as the fundamental need to understand the structure of our consciousness and the corresponding
organization of its physical basis represented by the brain. At the same time, the applied relevance of such studies
is directly associated with the possibility of early diagnosis/prevention of all these disorders, along with the help
in controlling hyperactivity syndrome [38, 39] and overcoming the phenomenon of clip thinking [40], attention
disorders, and other CF in psychiatric diseases, including those with unfavorable psychoemotional background
and/or post-traumatic stress disorders [41–43], etc. The ability of a person to successfully engage in monotonous
cognitive tasks for a long time is, apparently, a combination of complex psychophysiological features, based both on
the level of attention and short-term memory and on the ability to develop self-motivation and discipline. In many
ways, professional success, career development and high-quality social and cultural life of a person are associated
with the presence of such developed mechanism of self-control. Furthermore, in the contemporary environment, rich
in distracting bright stimuli of advertising, social networks, online games, etc., the formation of self-control seems
somewhat more complicated and may even require special assistance to compensate for some personality traits.
We assume that people initially have different levels of ability to monotony tolerance occurring during monotonous
activity, but reasonable help, both medicinal and physiotherapeutic, could reduce the impact of innate personality
traits, including the conditions that are borderline with attention deficit disorder (ADD). Hence, we should better
understand the issue of resistance to monotonous work to create publicly available training technology for this
personality trait, including neurofeedback therapy. In this paper, we present the results of our study of monotonous
visual perception of bistable images in a group of subjects capable of resistance to the occurrence of monotony.
The study was performed using conventional cognitive methods (measuring reaction time, warm-up time and
number of errors) and neural strategies based on evaluating event-related potentials (ERP). Currently, ERP
assessment technology is a generally accepted method for evaluating relevant information about an individual’s
workload, in particular, via clearly reflecting the dynamics of attentional and working memory processes [44,
45]. The most conventionally established P300 registration technique is the oddball paradigm [46]: observers are
presented with two different types of stimuli, of which one (the oddball stimulus) occurs infrequently. Typically,
the observer is asked to pay special attention to the oddball, such as counting their number or marking their
appearance with a specific response. For such paradigm, P300 ERP component is pronounced to the maximum
for the stimulus, on which the observer fixes attention. That phenomenon is actively used in the P300-based
brain–computer interface (BCI) technologies [47]. At the same time, there is evidence of generating P300 even
in the absence of dividing the stimuli into target (oddball) and non-target categories [48]. In this article, just as
in our previous publication [49], the stimuli presented to observers were familiar bistable images of Necker cubes
with the ability to control the level of their bistable perception. However, in our paradigm, we suggested that
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observers should exclude their subjective perception of a bistable object, focusing on the “real” or, in other words,
“objective” prevalence of one side of this visual object due to the color intensity of the corresponding cube edges.
Thus, the aim of this study is to compare the behavioral scenarios of monotony tolerance and the electrical activity
of the cerebral cortex of test subjects during the monotonic visual presentation of bistable stimuli. The obtained
scientific knowledge will form the basis for improving the means of counteracting monotony and their use in order
to externally regulate the modes of human operator activity in order to reduce his fatigue and maintain the health
of the body’s functional systems.

2 Materials and methods

2.1 Experimental procedure

Our experimental work was carried out in compliance with all required ethical standards (World Medical Asso-
ciation Declaration of Helsinki: ethical principles for medical research involving human subjects [50]) and was
approved by the Ethics Committee of Saratov State Medical University, Saratov, Russia. All experiments were
performed in accordance with relevant guidelines and regulations. All subjects participated in the experiment on
a voluntary and gratuitous basis. They have signed an informed medical consent to participate in the experimen-
tal work, including their agreement for further publication of the results, and received all necessary explanations
about the procedures. Collected experimental data were processed with respect to confidentiality and anonymity
of research subjects.

The recruitment of study participants was organized on the basis of higher educational institutions in Saratov
(Saratov State University and Saratov State Medical University). The inclusion criteria for the study were: age
from 20 to 30 years, no complaints about physical health, emotional background and night sleep, as well as excel-
lent academic performance in the process of obtaining higher education. The exclusion criteria were as follows:
(i) chronic diseases; (ii) deviation from the age-specific norm of the cognitive status; presence of (iii) emotional
disorders and (iv) sleep problems. To identify disorders of cognitive and emotional status, anamneses for neuro-
logical disorders and neuropsychological testing were used, based on Montreal cognitive assessment [51] and Beck
Depression Inventory [52]. Before conducting experimental testing, participants kept a sleep diary for two weeks.
The performed analysis of the sleep diary guaranteed the absence of sleep problems.

Our experimental work involved 33 practically healthy subjects, of which 14 were women and 19 were men. Their
average age was 24.1 ± 2.4 years. Differences between women and men in terms of their age were not statistically
significant (p > 0.05). All subjects were year 5 or 6 university students, or have already completed higher education
and continued their studies in graduate school or clinical residency. Their vision was normal or corrected to normal
(using contact lenses). All study participants were instructed to have at least 8 h of sleep prior to their involvement
in the neuropsychological study, and to maintain their normal sleep and wake patterns for at least a week before
the experiment. Their last meal was 3–4 h before neuropsychological monitoring, after which they were allowed
solely drinking pure water.

During all experiments, the multichannel electroencephalogram (EEG) data were obtained using the EEG ampli-
fier NVX24 (Medical Computer Systems, Russia, https://mks.ru/en/products/nvx/). The data were recorded at
a sampling rate of 500 Hz using the conventional monopolar recording technique with two reference electrodes and
multiple recording electrodes (N = 19). EEG signals were obtained by means of special headcaps with prewired
Ag/AgCl adhesive electrodes. Two reference electrodes, A1 and A2, were located on mastoid processes, and the
ground electrode, N, was placed above the forehead. EEG signals were filtered via a bandpass filter with cutoff
frequencies of 0.5 Hz (HP) and 30 Hz (LP), and a notch filter of 50 Hz.

The experiments were carried out in the early afternoon hours at a specially equipped laboratory. During the
experiment, the volunteer was placed in a comfortable chair at a distance of about 0.6 m from the display screen
in a darkened soundproof room. During the monitoring, the subjects were in a comfortable reclining position in a
chair with support for their neck and the back of the head in order to avoid the occurrence of artifacts associated
with muscle tension in these areas. A stimulus image was presented on the screen in front of the subject for a
short time (0.55 − 0.9 s). Between two presentations of the stimulus, there was a pause (3.6 − 6 s), during which
a noise image was presented on the screen without pronounced centers of attracting visual attention. The scheme
of experimental work is shown in Fig. 1a.

As a stimulus image, we used an image of a Necker cube with different edge color intensity ratios. By param-
eter Ap, we denoted the color intensity of three edges converging in the left inner corner and marked in orange
in Fig. 1b. The intensity of three opposite edges converging in the right inner corner and indicated by a dotted
line in Fig. 1b as (1 − Ap). In this case, Ap = 1 corresponded to the maximum intensity (black color), Ap = 0
corresponded to the minimum intensity (i. e., transparent color), while intermediate values changed the color to
different shades of gray, as shown in Fig. 1c. Such stimulus was represented by an image of a three-dimensional
cube, the front face of which, depending on the value of the control parameter Ap, was located in the lower left

123

https://mks.ru/en/products/nvx/


546 Eur. Phys. J. Spec. Top. (2024) 233:543–558

Fig. 1 (a) Experimental design: the periods of demonstration of stimulus images (S) are shown in gray, white intervals
between them correspond to the pauses between them (P), vertical dotted lines indicate the moment the subject presses
the remote control, Tr is the reaction time, that is, the time interval from the beginning of the stimulus presentation to
the moment the subject presses the remote control; (b) determining the ambiguity parameter Ap for the bistable image
of the Necker cube; all necessary explanations are presented in the text; (c) illustration of Necker cubes as the ambiguity
parameter Ap increases

corner (Ap < 0.5: left-oriented cube) or in the upper right corner (Ap > 0.5: right-oriented cube). The Necker cube
with edges of the same intensity is a well-known bistable image widely employed as a stimulus in neuropsychological
studies of visual perception and attention retention [42, 49, 53].

During the experiment, the subjects had to consciously evaluate the outline of the given object at each stimulus
presentation, ignoring their own subjective perception of the bistable image. For example, a cube with an ambiguity
parameter Ap = 0.78 can be subjectively perceived by an observer both as left oriented and right oriented (Fig. 1c).
However, in our experiment, the subject had to give an objective answer about the orientation of this object based
on a quantitative assessment of the intensity of the cube edges, i.e., to mark this stimulus unambiguously as right.
Marking such stimulus as left would mean an error. In connection with this design, cubes with the most ambiguous
parameters were not used as stimulus material in the experimental work: Ap ∈ [0.45; 0.55].

During the experiment, the subject’s hands were placed on the table, holding a remote control with two buttons
located on the left and right. By pressing the thumbs of the left/right hand on the corresponding button, the subject
evaluated each presented stimulus. All presentations of stimuli and responses of the subject were automatically
recorded in the form of text protocols.

2.2 Base processing of time reactions

For all protocols of experimental work, the reaction times Tr were estimated. The type of reaction times Tr
for some participants of experimental work is shown in Fig. 2. The dynamics of Tr for various subjects who
participated in the experimental work can be characterized as purely individual. For example, for Fig. 2a, long
warm-up time is characteristic, marked with a gray background, after which the reaction time is, on average,
decreasing. Figure 2b displays a significant scatter of Tr values for different events, while Figs. 2c, d demonstrate
the presence of fluctuations around relatively pronounced mean Tr value. At the same time, a pronounced increase
in the reaction time Tr by the end of the experiment, i.e., in the state of fatigue, does not occur when analyzing
the dynamics of the reaction time Tr.

In the psychophysiological studies, the test subjects performed simple routine actions to recognize each presented
visual stimulus. The monotonous perception of bistable images did not require significant mental effort. At the
same time, each subject must continuously maintain a level of attention high enough to correctly recognize the
bistable image. For each subject, we calculated mean reaction time 〈Tr〉:

〈Tr〉 =
∑N

i=1 Tr
Ns

. (1)
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Table 1 Results of numerical analysis of time reactions during monotonous perception of visual objects

# TE NS 〈Tp〉 〈Tr〉 〈Tr∗〉 # TE NS 〈Tp〉 〈Tr〉 〈Tr∗〉
1 1484 981 1.51 0.25 0.27 18 2406 95 6.98 0.91 0.70

2 2009 358 5.26 1.30 1.12 19 2028 400 5.07 1.01 0.85

3 2012 356 5.33 1.36 0.92 20 1614 444 3.63 0.38 0.27

4 1969 360 5.31 0.90 0.65 21 2068 357 5.79 0.89 0.75

5 1270 350 3.63 0.27 0.22 22 2025 357 5.28 0.82 0.65

6 2018 361 5.29 0.68 0.60 23 1790 179 4.74 0.92 0.70

7 2037 327 5.60 0.94 0.85 24 1789 303 4.95 1.34 0.97

8 1504 412 3.65 0.49 0.35 25 2484 513 7.30 0.97 0.70

9 1474 397 3.71 1.23 0.79 26 2049 344 5.68 1.35 0.90

10 1509 991 1.52 0.43 0.27 27 1559 181 5.43 1.06 0.70

11 1216 329 3.69 0.75 0.65 28 2387 966 5.58 0.69 0.62

12 2033 397 5.12 1.66 1.75 29 1763 743 2.37 0.37 0.37

13 1510 402 3.72 0.90 0.75 30 2011 359 5.27 0.96 0.70

14 2385 329 7.16 1.20 1.30 31 1201 306 2.16 0.44 0.37

15 1503 985 1.52 0.38 0.36 32 1200 300 1.67 0.39 0.36

16 2400 339 7.08 1.10 0.90 33 1300 263 1.85 0.31 0.22

17 1,484 981 1.51 0.25 0.27 〈·〉 ≈ 1,803 447.424 4.375 0.815 0.662

The following notation is used: TE is the total duration of the experiment; NS is the number of presented stimuli; 〈Tp〉 is

the mean pause time between pairs of stimuli; 〈Tr〉 is the mean reaction time (1); 〈Tr∗〉 is the maximum, longest reaction

time Tr; 〈·〉 ≈ is the average value for each of the evaluated characteristics

Fig. 2 Dependence of the reaction time Tr on the time t of the experimental work for the subjects: (a): #2, (b): #26, (c):
#28, (d) #6. The colored background indicates the presence of a pronounced warm-up time for subject #2

Here, mean reaction time 〈Tr〉 (1) of the participant is not related to the number of presented stimuli, or to the
total duration TE of the experiment. All parameters of each experiment (number of presented stimuli Ns, mean
pause between stimula time 〈Tp〉, mean reaction time 〈Tr〉) are presented in Table 1.

2.3 Base processing of brain activity

Based on the results of recording the cerebral cortex biopotentials in study participants, calculations of cogni-
tive ERP, detected directly upon presentation of visual stimuli in each EEG recording channel, were performed.
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Table 2 Average latency and standard deviations for some ERP components, according to [54–59]

Components L, ΔL,

Average latency, Standard deviation,

ms ms

P1 58 6

N1 100 9

P2 179 26

N2 258 36

P3 336 73

N3 405 87

The procedure of ERP calculation was performed according to the method described in Zhuravlev , (2023) [54].
For each ERP, we calculated its compliance with statistical averages of latencies of the main peaks in a healthy
population, established according to available reviews [55–59]. For a numerical comparison of each registered ERP
with the reference value, the following estimate χ was conducted:

χch =
N∑

i=1

MigiΔLi

50 · ‖Li − Li‖
, (2)

where subscript “ch” denotes EEG recording channels; N is the number of allocated components; Mi is the
magnitude of the component from among N ; gi is the rank coefficient of this component chosen for a specific task,
experimental design and stimulus type; Li is the latency of this component from among N ; Li and ΔLi are the
mean and standard deviation for the latency of a given component according to Table 2. The calculation formula
for the magnitude Mi is as follows:

Mi = ‖Ai − Ai−1‖+‖Ai − Ai+1‖, (3)

where Ai is the amplitude of estimated component; Ai−1 and Ai+1 are the amplitudes of neighboring components.
If the neighboring components are not defined, then their amplitudes are defined as A0 = 0. Latency value, mean
latency, and latency standard deviation are estimated in signal counts (e.g., in this experiment, the EEG signal
rate was 500 Hz, i.e., one signal count was equal to 2 ms), and thereby the difference (Li −Li) is always an integer.
If the latency of the selected component coincides with the mean, then ‖Li − Li‖ is assumed equal to 1, which
gives a limit to the maximum of the parameter ε, taking into account the magnitude Mi and rank coefficient gi of
the given component.

2.4 Statistical data processing

Mean, median, and standard deviation were used in descriptive statistics of collected data. The Mann–Whitney
U test for independent samples was performed for the comparison of quantitative data. Calculation and graph-
ing of distributions of Tr coefficients made in OriginLab version 6.1. The results with a p value ≤ 0.001 were
assumed statistically significant. Statistical analyses were conducted by SPSS version 22.0 software for Win-
dows (IBM, Armonk, NY, USA).

3 Results

3.1 Behavioral data analysis

For each subject, we assessed the distribution of reaction time Tr to visual stimuli of the Necker cubes. Figure 3a,
b demonstrates typical distributions of N characterized by a pronounced global maximum for the reaction time
Tr∗, which does not coincide with the mean reaction time 〈Tr〉 (1) due to asymmetry of the distribution.

All probability distributions could be described by two different types based on the nature of the observed
dependence; in other words, on the presence or absence of symmetry with respect to the Tr∗ value. For the first
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Fig. 3 The characteristic probability distributions of the reaction time to a stimulus for different subjects are presented on
a logarithmic scale. The squares show experimental data, and the lines denote approximate theoretical functions; (a) and
(b) correspond to subjects #2, #1, respectively; (c) and (d) relate to the subjects #7, #16, respectively. Points represent
experimental data; lines denote approximating theoretical functions (4) and (5) in figures (a), (b) and (c), (d), accordingly.
Figure (a) and (b) depicts the distribution width δ, whereas (c) and (d) show the slope ϕ of the approximating exponent

type, the probability distribution is relatively close to normal and can be approximated in standard form as:

P 1
d (Tr) = C0 +

C

ω
√

Π
2

· e
−2·

(
(Tr−Tr0)

ω

)2

, (4)

where the distribution parameters C0, C , ω, and Tr0 are calculated for each subject from experimental data and
are presented in Table 3.

The second type of experimental data does not follow a normal distribution and can be described using expo-
nential functions of the form:

P 2
d (Tr) = A · eB·Tr, (5)

and the parameters A and B calculated from the experimental data for each subject are also given in Table 3.
Typical results of N1, 2(Tr) approximations, described by (4) and (5), are shown in Fig. 3 with lines. It is

clearly seen that there is a good agreement between the experimental and theoretical signals. Table 2 presents
the values of the standard deviation σS of experimental data and approximating functions. For such distributions,
the main parameters are the width δ of the normal distribution P 1

d (Tr) and the slope ϕ of the exponential
distribution P 2

d (Tr). The width of the P 1
d (Tr) distribution characterizes the average level of the scatter in the

reaction time Tr, which allows estimating how long it took the subject, on average, to evaluate the presented
stimulus during the experiment.

The value of the slope ϕ of the P 2
d (Tr) distribution is associated with an increase in the individual reaction

time Tr of the subject; in other words, an increase in the slope ϕ is caused by an increase in the frequency of the
reaction time Tr, which is long for this particular subject. The duration of the reaction time Tr for the subject in
Fig. 3c is higher over the entire duration of the experiment, compared with the subject in Fig. 3d. However, the
mean and maximum reaction times 〈Tr〉 and Tr∗ for both subjects in Fig. 3c, d virtually coincide and cannot serve
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Table 3 Parameters of approximating reaction time distributions, estimated as symmetric normal P 1
d (Tr) (left columns)

and asymmetric exponential P 2
d (Tr) (right columns) cases

# Symmetric case Asymmetric case

C C0 Tr0 ω σS A B σNS

1 0.019 0.002 0.245 0.107 0.977

2 0.146 0.001 1.265 0.501 0.974

3 − 1.39 0.61 0.79

4 − 3.43 2.48 0.93

5 0.048 0.002 0.253 0.157 0.972

6 − 6.80 19.13 1.23

7 − 3.74 5.25 0.27

8 − 3.60 0.88 1.03

9 − 1.73 0.63 4.64

10 0.033 0.011 0.318 0.216 0.931

11 − 3.36 1.64 1.60

12 0.100 10−4 1.750 0.425 0.934

13 − 4.37 8.94 1.37

14 − 3.14 9.95 1.38

15 0.035 0.005 0.353 0.178 0.950

16 − 1.85 0.93 2.69

17 0.019 0.002 0.245 0.107 0.977

18 − 4.15 7.03 1.01

19 − 3.45 4.22 1.97

20 0.044 0005 0.343 0.165 0.934

21 − 4.43 8.23 0.66

22 − 4.65 6.98 2.35

23 − 2.35 1.56 0.71

24 0.153 - 0.005 0.976 0.916 0.901

25 − 2.73 2.74 0.53

26 − 1.92 1.47 1.18

27 − 1.81 0.91 2.17

28 − 7.96 31.7 0.66

29 0.048 0.002 0.358 0.140 0.995

30 − 2.60 2.22 1.84

31 0.041 0.007 0.375 0.171 0.954

32 0.034 0.012 0.380 0.087 0.979

33 − 5.31 0.55 1.44

The notation matches those used in Eqs. (4) and (5), correspondingly. Patients numbers # are identical as used in Table 1

significant characteristics of the observed process. In other words, 〈Tr〉 and Tr∗ are instantaneous characteristics
that describe a capability of a person to react solely at a given moment.

The nature of the reaction time distribution is stable with respect to the duration of the experimental work.
Figure 4 demonstrates the results of estimating the distributions of N(Tr) performed for three stages of the
experiment (the beginning, the middle, and the end of the experimental work). It is worth noting that for three
consecutive stages of the experiment, the subject in Fig. 4a, b, c demonstrates the narrowing of the width δ of
the P 1

d (Tr) distribution, accompanied by a decrease in Tr∗, which can be explained by the process of the subject-
specific warm-up time (i.e., time required to be ready for the task). However, the mean reaction time 〈Tr〉 virtually
does not change throughout the experiment. In Fig. 4d, it is necessary to note the slope dynamics of the theoretical
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Fig. 4 (a), (b), (c): Reaction time distributions Tr of subject #2 for various time stages of experimental work: ini-
tial, [0, 1000] s, intermediate, (1000, 2000] s, and final, (2000, 3000] s, respectively. (d): Reaction time distributions for
stimulus for various stages of the experimental work for subject #28, the solid line 1 shows the beginning of the experi-
mental work [0, 1000] s, the dash-dotted line 2 shows the middle of the experiment (1000, 2000] s, the dotted line indicates
the end of the experiment (2000, 3000] s. The local maximum, present in the experimental data, is denoted as Tr∗∗; the
theoretical approximation P 2

d for the reaction time Tr ≥ Tr∗∗ is presented by the black solid line

distribution P 2
d (Tr) (5), where it is possible to observe a slight decrease in the slope angle at the second stage of

the experimental work, which, apparently, is also associated with the warm-up time of the subject. The final stage
of the experiment is associated with a significant increase in the reaction time Tr of the subject, which allows
observing the second local maximum Tr∗∗. The distribution of the reaction time Tr exceeding the value of the
given maximum Tr∗∗ (Tr ≥ Tr∗∗) could also be described by the exponential distribution P 2

d (Tr) (5).
Let us denote the subgroups of test subjects, whose time Tr of reaction to stimuli is described by the normal

P 1
d (Tr) and exponential P 2

d (Tr) distribution, as I and II groups.

3.2 Brain activity analysis

For each subject, using the registered 19 EEG channels, we calculated 19 ERP arising from the perception of a
visual stimulus. Further, the obtained ERP were compared with reference values accordingly the method described
in Sect. 2. All values of comparative quality χ were recalculated into relative values according to the maximum
value observed for the subject, after which group comparison became possible, since all χ values were within [0; 1].
For each subject, we constructed probability distributions p(χ) for χ (Fig. 5a, b). A small number of EEG channels
commonly used in neurology causes a jagged appearance of p(χ) distribution.

Further, out of the entire array of 19 ERP, only the most significant χ were selected for further analysis, in accor-
dance with their extreme values, i.e., the most pronounced ERP (close to reference values) and virtually absent.
In the case of the maximum possible approximation for a given individual to the reference values of ERP compo-
nents, χ takes values around 1, whereas in the case of nonstandard ERP dynamics (up to its absence), χ tends to
zero. However, for different subjects, the duration of the ranges of extreme χ values could vary substantially. The
procedure for estimating the magnitude of this range was adjusted to individual differences in brain activity, as
shown in Fig. 5a, b. First of all, the range p � of the distribution p(χ) was estimated, indicated by a vertical arrow
in the figures; then one-fifth of this range was calculated, which corresponded to 20 % percent (also indicated
in the figure). Then, zones of EEG channels with ERP values approaching reference values were identified, the
χ characteristic of which exceeded the individually determined value (1 − 0.2 · p �). Scalp zones with the least
pronounced ERP, for which the value of χ did not exceed (0.2 · p �), were similarly detected.
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Fig. 5 (a), (b): Statistical distributions of χch values assessing the compliance of ERP with the standard value for all
EEG electrodes, shown for test subjects #6 and #19, respectively. Dashed horizontal lines demonstrate the maximum and
minimum probability for a given subject. The vertical double-pointed arrows correspond to the magnitude of the probability
range, p �. Transparent-blue rectangles show the calculation of the 0.2 · p �; (c): the diagrams of ←→χ depict the following
statistical characteristics of numerical parameters; (d): data legend: interquartile range (25 − 75 %, inside the box); the
median and the mean (transverse line and point inside the box, respectively); 1.5 interquartile range (shown by whiskers);
and outliers represented by asterisks. The allocation to groups was performed according to the asymmetric (orange) and
symmetrical (gray) types of reaction time distribution of the subjects. The corresponding subject numbers are depicted for
ease of interpretation within orange and gray backgrounds

Further, the assessment of the ERP sums with extreme dynamics for selected spatial zones was carried out as
follows:

∑
χmin =

C1∑

i=1

χi,

∑
χmax =

C2∑

j=1

χj , (6)

where i and j are a numbers of the EEG recording channel, for the calculated ERP in which the one condition
χi ∈ [1 − 0.2 · p �; 1.0] or χj ∈ [0.0; 0.2 · p �] is satisfied. The number of C1 and C2 in the general case may be
different for the subject, C1 	= C2. Besides, for each subject, a relative value was calculated that characterized the
general level of proximity of the observed ERP to reference values, viz.:

←→χ =
∑

χmin∑
χmax

. (7)

The results of calculations, according to formulas (6)–(7), of
∑

χmin,
∑

χmax, and ←→χ are given in the Table 4
for each test subject.

As shown in Fig. 5c, the numerical assessment, ←→χ , of the relative ERP severity magnitude in I and II subgroups
of volunteers, previously divided by the nature of reaction time distribution Tr, exhibited significant differences.
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Table 4 ERP quality characteristics:
∑

χmin,
∑

χmax are ERP sums with extreme dynamics, estimated accordingly (6);
←→χ is relative ERP measure (7). Patient numbers # are identical as used in Tables 1 and 3

#
∑

χmin

∑
χmax

←→χ #
∑

χmin

∑
χmax

←→χ
1 0.070 2.680 0.027 18 0.856 1.313 0.652

2 0.423 2.507 0.169 19 1.045 3.114 0.336

3 1.605 3.628 0.442 20 0.433 3.022 0.143

4 1.627 2.647 0.615 21 1.085 1.280 0.848

5 0.467 5.000 0.093 22 0.549 1.390 0.395

6 1.634 2.342 0.698 23 1.345 2.627 0.512

7 0.831 2.585 0.321 24 0.027 3.021 0.009

8 1.105 1.000 1.105 25 1.075 1.750 0.614

9 0.758 2.197 0.345 26 1.895 4.684 0.405

10 0.491 4.23 0.116 27 1.075 1.000 1.075

11 0.955 2.629 0.363 28 2.012 5.295 0.380

12 0.945 5.018 0.188 29 0.167 5.000 0.033

13 0.910 2.438 0.373 30 2.795 6.41 0.436

14 1.120 2.786 0.402 31 0.361 1.972 0.183

15 0.163 3.490 0.047 32 1.310 5.619 0.233

16 1.023 1.042 0.982 33 0.402 0.573 0.702

17 0.296 1.889 0.157

Use of the Wilcoxon test demonstrated that the calculation of ←→χ allowed reliably separating these groups of test
subjects, p < 0.05.

3.3 Comparison of the results

Thus, the processing of behavioral reactions and electrical activity of the cerebral cortex in the presented paradigm
of experimental work allowed confidently dividing the participants into two subgroups, specifically: (i) subgroup I
of subjects with a normal distribution of Tr and reduced values of ←→χ ; (ii) subgroup II with an exponential
distribution and a significantly increased level of ←→χ (7).

At the same time, participants in subgroup I exhibited a random deviation of the reaction times Tr from the
maximum reaction time Tr∗. We believe that such behavior of the reaction time Tr can be attributed to the fact
that subjects maintained one stable psychophysiological state during the experiment. We hypothesize that the
subjects allocated to subgroup I did not experience a significant change in their working condition during the
entire experiment, apparently possessing an innate resistance to monotony.

For the members of subgroup II, the distribution of Tr no longer corresponded to the noise process. It seems that
experimental subgroup II subjects had time to experience the impact of monotonous activity in the perception of
visual stimuli, which led to a change in their psychophysiological state and, as we believe, a short-term onset of
a state of monotony. Moreover, a number of subjects from subgroup II developed a second local maximum Tr∗∗

on the P 2
d (Tr) distributions. Figure 6 presents the results of a secondary approximation of long reaction times Tr,

(Tr ≥ Tr∗∗) using the exponential law. The appearance of such local maximum Tr∗∗ occurs at the final stage
of the experimental process, as shown in Fig. 2d. The existence of the Tr∗∗ maximum could be caused by the
occurrence of episodes of intermittent switching of two different psychophysiological states of the subject during
the accumulation of a monotonous stimulus. These different states could alternately replace each other during
the experiment, and long stages of the conditionally laminar dynamics of uniform stimulus perception could be
disturbed by short turbulent phases of fatigue. As previously shown in [60–62], similar patterns of intermittent
dynamics were observed in dynamic systems of very different nature.

It is worth noting that the division of subjects into subgroups I and II, according to the nature of Tr distribution
associated with different possibilities for resistance to the occurrence of monotony, contributes to identifying
differences between the participants in other objective parameters. For example, average number of errors over
the entire time of the experiment was 0.238 ± 0.154 % for subgroup I and 0.156 ± 0.144 % for subgroup II. Thus,
subgroup II displayed 65% fewer errors than subgroup I. Still, mean reaction time in subgroups I and II was
(0.621 ± 0.5) s and (0.946 ± 0.268) s, respectively. In other words, the reaction time of the first subgroup was
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Fig. 6 Reaction time Tr distribution P 2
d for subject #13. Local maxima are shown, Tr∗∗

lower by 65.62 %. Hence, in subgroup I, we observe virtually instantaneous reaction of the subjects, especially in
comparison with the significantly longer and more uniform reaction time in subgroup II.

However, significant differences in the dynamics of ERP ←→χ of participants in subgroups I and II are com-
plemented by changes in the spatial zones of brain activity. A reduction in ←→χ in subgroup I (shown in gray in
Fig. 5c corresponds to an increase in the area of scalp spatial zones with minimum values of ERP and a decrease
in ERP in this area: i.e., with overall, minimization of

∑
χmin value, as seen, for instance, in test subject #24.

Nevertheless, a more common scenario is a parallel increase in the area of scalp spatial zones with ERP values
most closely approaching the reference values—in other words, a simultaneous decrease of

∑
χmin with an increase

in
∑

χmax, as observed in test subjects ##5, 10, 29, and others. Thus, overall, subgroup textbfI is characterized by
a significant scalp space captured by well-formed ERP, albeit it is worth highlighting an atypical study participant
(#32), whose

∑
χmax growth is very large but the characteristic

∑
χmin is large, too (≈ 1.3). The latter ratio of

different activity zones is typical for large values of ←→χ in subgroup II, as is observed, for example, in test subjects
##3, 27, 28, 30, etc. Overall, for subgroup II, shown in Fig. 5 in red, an increase in

∑
χmin and a slight decrease

in the values of
∑

χmax are typical. Hence, subgroup II is generally characterized by a less pronounced formation
of ERP and the presence of extensive zones, in which ERP are virtually not observed. All in all, mean values
of

∑
χmax for subgroups I and II were 3.62 and 2.51, and mean values of

∑
χmin were 0.43 and 1.22, respectively.

4 Discussion

The use of a nonstandard experimental paradigm allowed us to observing certain patterns of collective neural
activity on the basis of ERP in study subjects. Attempts to use the conventional oddball technology for the
task (for example, requests to mark cubes with the maximum level of bistability, or those turned only in a certain
direction) excluded the onset of monotony in the subjects of this class and did not contribute to detecting any
statistically significant differences among the calculated ERP.

As a hypothesis explaining the observed multilevel differentiation of very homogeneous participants in the
experiment into two subgroups, we propose to consider the possibility of two conceivable behavioral scenarios for
resisting monotony offered to the subjects. Subgroup I may have had a strong psychophysiological basis, which
allowed them concentrating on solving simple monotonous tasks throughout the entire experimental period without
pronounced signs of fatigue. Simultaneously, subgroup II, having no similar innate psychophysiological basis,
acquired resistance to monotony, based on a developed strategy of self-control and/or self-motivation. Accordingly,
a large variability in the considered ERP characteristics within subgroup II may have been associated precisely
with the difference in the use of one or another individual strategy. Perhaps, via such interpretation, we could
touch on the well-known problem of innate qualities vs. environmental impact. Furthermore, such skillful inner
work with the emerging state of monotony could be associated to a certain extent with the high degree of emotional
intelligence development in the participants of subgroup II. These ideas correlate well with the results presented
by Oh and Roh (2022) [63] who demonstrated the relationship between intrinsic motivation for work and empathy
of individuals.
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To consider additional arguments in favor of such explanation, let us turn to numerous studies that demonstrated
stable interhemispheric differences correlating with personal and physiological characteristics. Mikolajczak, et al
(2010) [64] convincingly demonstrated the differential frontal activation seen in highly emotionally intelligent
adults, while Santesso, et al (2006) [65] demonstrated similar results in adolescents. In our paradigm, a simple
comparison of the activity of the left and right hemispheres did not yield any statistical difference, since the
interhemispheric difference, calculated as:

ΔχRLH =‖χO2 + χP4 + χC4 + χF4 + χF8 + χFp2 + χT6 + χT4‖−
− ‖χO1 + χP3 + χC3 + χF3 + χF7 + χFp1 + χT5 + χT3‖ (8)

took the values of ΔχRLH = 0.800 ± 0.224 for subgroup I and ΔχRLH = 0.780 ± 0.249 for subgroup II. However,
the focus on the frontal lobes led to a fundamentally different result. Analysis of the interhemispheric difference
in the frontal leads relative to the background activity observed in the central lead Fz, according to

ΔχRLFH =
‖χF4 + χF8 + χFp2 + χT6‖−‖χF3 + χF7 + χFp1 + χT5‖

χFz
, (9)

taking the values of ΔχRLFH = 4.533 ± 4.507 for subgroup I and ΔχRLFH = 3.705 ± 9.815 for subgroup II. It is
fascinating to note that the first subgroup was more homogeneous in the analysis of activity in the frontal leads.
Simultaneously, the second subgroup significantly prevailed regarding the maximum spread. Further, having paid
attention to the ERP of the left-sided leads T5 and F7, the dynamics of which correlated with the control of the
attention function [66, 67] and was associated with the occurrence of disorders in ADHD [68, 69], it was possible
to observe a fairly significant intergroup difference, viz.: the left frontal zone prevailed at a level of 0.44 ± 0.36
in subgroup I and a level of 0.19 ± 0.12 in subgroup II. Thus, in the first subgroup, as we assume, congenital
features were expressed in increased activation of the left temporal zone, which allowed maintaining a consistently
high concentration of attention on the task and nearly instantaneous reaction to each event. At the same time,
subgroup II had a significantly lower activation of the left frontal area and was characterized by a high degree
of heterogeneity in terms of reaction time to events. However, its participants demonstrated significantly higher
accuracy in their reported responses to stimulus events. Perhaps the need for constant personal self-inclusion in
the monotonous process of cognitive problem solving ultimately leads to an increase in the quality of performed
work.

In conclusion, we point out that the brain activity observed in subgroup I, caused by cognitive stimuli, is localized
over a larger area and in a more powerful way, compared with subgroup II, which is in good agreement with the
data, previously obtained by Makarov et al. (2018) [70], on the formation of the shortest paths and compressed
areas of powerful brain activity during the conscious successful implementation of cognitive tasks.

All participants in this study demonstrated a strong capability to resist the onset of monotony and microsleep
episodes, but they appeared to achieve this in different ways. The results of our study give us hope that to assess
the conditionally innate resistance to a monotonous load, it would be enough to pass a simple test for 15 − 17
min, because the nature of the distribution of reaction times to visual stimuli appears very stable. Besides, we
find interesting a novel standpoint on the possibility of training to continuously maintain the attention of the
subjects on any monotonous process merely via quickly assessing the distributions of their reaction times and
highlighting the distinct onset of intermittent dynamics, which, as we assume, corresponds to switching between
different psychophysiological states of the subjects. In this case, biofeedback can be employed without involving
measurements of biomedical signals in the subject (EEG, cardiogram, eye movements, etc.), which could often lead
to a significant increase in the technology cost and to complicating the use of such methods in wide practice. The
analysis of the response of the training participant provides ample opportunities for embedding such technology,
for instance, in mobile devices and network technologies, including the adaptation of the gameplay to the personal
characteristics of the player.

The generalizability of these results is subject to certain limitations. The complicated procedure for setting up
highly homogeneous group in this study could lead to a sample characterized by specific personality traits. In the
same time, despite the established absence of psychoemotional disorders, the social and psychological profiles of
test subjects were undescribed. In other words, the question of the correlation of certain personality traits and/or
social status with one or another identified scenario of resistance to monotony remains open. Besides, the volunteers
participating in the study belonged to one population, located in same area. The described neurophysiological
scenarios for monotony tolerance may have obvious population limitations, correlated, for example, with patterns
of parent–child relationships or the educational technologies. Further studies are required to analyze the degree
of sustainability and universality of these scenarios. A particularly interesting topic is the study of impact of
additional motivation for participants initially without a significant control over own attention unlike volunteers in
this work. For example, in earlier paper Maksimenko, Runnova, Zhuravlev, et al [71], we demonstrated that the
additional motivation (small monetary payment) for test subjects changed patterns of the oscillatory EEG activity

123



556 Eur. Phys. J. Spec. Top. (2024) 233:543–558

of alpha, delta and beta bands in the occipital brain region. We can assume that the addition of similar “external”
motivation in the experimental paradigm proposed in this work would provide a chance to investigate new facets
of the self-control development during monotous perception.

Thus, the estimation of variabilities degree of different scenarios for controlling monotony in various population
groups, differing in their social status, and/or characteristics of attention and other cognitive functions, can lead
to interesting findings in the field of establishing different scenarios for controlling monotony. We plan to continue
collecting experimental materials in this direction to math model the stability of attention during monotonous
actions and further BCI-development trained self-control of microsleep tolerance.
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6. M. Sallinen, M. Härmä, R. Akila, A. Holm, R. Luukkonen, H. Mikola, K. Müller, J. Virkkala, The effects of sleep debt

and monotonous work on sleepiness and performance during a 12-h dayshift. J. Sleep Res. 13(4), 285–294 (2004)
7. E.A. Schmidt, M. Schrauf, M. Simon, M. Fritzsche, A. Buchner, W.E. Kincses, Drivers’ misjudgement of vigilance state

during prolonged monotonous daytime driving. Accident Anal. Prevent. 41(5), 1087–1093 (2009)
8. B.T. Jap, S. Lal, P. Fischer, Comparing combinations of EEG activity in train drivers during monotonous driving.

Expert Syst. Appl. 38(1), 996–1003 (2011)
9. V. Kiroi, E. Aslanyan, General laws for the formation of the state of monotony. Neurosci. Behav. Physiol. 36, 921–928

(2006)
10. P.N. Prudkov, Mental effort and fatigue as consequences of monotony. Behav. Brain Sci. 36, 702–703 (2013)
11. M.E. Funke, J.S. Warm, G. Matthews, G.J. Funke, P.Y. Chiu, T.H. Shaw, E.T. Greenlee, The neuroergonomics of

vigilance: effects of spatial uncertainty on cerebral blood flow velocity and oculomotor fatigue. Hum. Factors 59(1),
62–75 (2017)

12. R.W. Wohleber, G. Matthews, J. Lin, J.L. Szalma, G.L. Calhoun, G.J. Funke, C.-Y.P. Chiu, H.A. Ruff, Vigilance and
automation dependence in operation of multiple unmanned aerial systems (UAS): a simulation study. Hum. Factors
61(3), 488–505 (2019)

13. P. Toohey, Boredom: a Lively History. Yale University Press, (2011)
14. I. Deimen, J. Wirtz, Control, cost, and confidence: perseverance and procrastination in the face of failure. Games Econ.

Behav. 134, 52–74 (2022)
15. G. Johansson, Job demands and stress reactions in repetitive and uneventful monotony at work. Int. J. Health Services

19(2), 365–377 (1989)
16. O. Polyakova, Category “professional deformation” in psychology. Proc.-Soc. Behav. Sci. 146, 279–282 (2014)
17. O.N. Rodina, Personal deformations in the development of a state of chronic fatigue. Lomonosov Moscow State Univ.

Bull. Ser. 14, 137–140 (2019)
18. H. Baumann, R. Baumann, C. Gurk, F. Wolter, Electrophysiological studies of central nervous performance during

monotony. Electroencephalography Clin. Neurophysiol. 24(3), 259–273 (1968)
19. I. Levochkina, The after-effect of an inhibitory functional state induced by monotonous work and properties of the

nervous system. Voprosy Psychologii (1976)

123



Eur. Phys. J. Spec. Top. (2024) 233:543–558 557

20. V. Rozhdestvenskaya, The effect of the strength of the nervous system and of activation level on performance in a
monotonous task. Voprosy Psychologii 19(5), 49–57 (1973)

21. K.D. Harris, T.D. Mrsic-Flogel, Cortical connectivity and sensory coding. Nature 503(7474), 51–58 (2013)
22. M. Okun, I. Lampl, Instantaneous correlation of excitation and inhibition during ongoing and sensory-evoked activities.

Nat. Neurosci. 11(5), 535–537 (2008)
23. C.J. de Naurois, C. Bourdin, A. Stratulat, E. Diaz, J.-L. Vercher, Detection and prediction of driver drowsiness using

artificial neural network models. Accident Anal. Prevent. 126, 95–104 (2019)
24. C.-H. Ting, M. Mahfouf, A. Nassef, D.A. Linkens, G. Panoutsos, P. Nickel, A.C. Roberts, G.R.J. Hockey, Real-time

adaptive automation system based on identification of operator functional state in simulated process control operations.
IEEE Trans. Syst. Man Cybernet.-Part A 40(2), 251–262 (2009)

25. S. Love, L. Kannis-Dymand, J. Davey, J. Freeman, Risky driving and lapses on the road: An exploration on self-
regulatory dysfunction in Australian drivers. Trans. Res. Part F 88, 25–36 (2022)

26. S. Love, V. Truelove, B. Rowland, L. Kannis-Dymand, Metacognition and self-regulation on the road: a qualitative
approach to driver attention and distraction. Appl. Cognit. Psychol. 36(6), 1312–1324 (2022)

27. T.M. Baran, Z. Zhang, A.J. Anderson, K. McDermott, F. Lin, Brain structural connectomes indicate shared neural
circuitry involved in subjective experience of cognitive and physical fatigue in older adults. Brain Imaging Behav. 14,
2488–2499 (2020)

28. C. Han, X. Sun, Y. Yang, Y. Che, Y. Qin, Brain complex network characteristic analysis of fatigue during simulated
driving based on electroencephalogram signals. Entropy 21(4), 353 (2019)

29. Z. Guo, R. Chen, K. Zhang, Y. Pan, J. Wu, The impairing effect of mental fatigue on visual sustained attention under
monotonous multi-object visual attention task in long durations: an event-related potential based study. PloS one 11(9),
0163360 (2016)

30. M. Körber, A. Cingel, M. Zimmermann, K. Bengler, Vigilance decrement and passive fatigue caused by monotony in
automated driving. Proc. Manufacturing 3, 2403–2409 (2015)

31. Z. Guo, R. Chen, X. Liu, G. Zhao, Y. Zheng, M. Gong, J. Zhang, The impairing effects of mental fatigue on response
inhibition: an ERP study. PloS One 13(6), 0198206 (2018)
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delta activity: an indicator of attention to internal processing during performance of mental tasks. Int. J. Psychophysiol.
24(1–2), 161–171 (1996)

67. A. Yoto, T. Katsuura, K. Iwanaga, Y. Shimomura, Effects of object color stimuli on human brain activities in perception
and attention referred to EEG alpha band response. J. Physiol. Anthropol. 26(3), 373–379 (2007)
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