Eur. Phys. J.Plus  (2022) 137:849 THE EUROPEAN
https://doi.org/10.1140/epjp/s13360-022-02929-8 PHYSICAL JOURNAL PLUS

Regular Article

Check for
updates

Non-monotonic dependence of heat loads induced by electron cloud on bunch
population at the LHC

Galina Skripka'-2%, Giovanni Iadarola', Lotta Mether'*®, Giovanni Rumolo!

! CERN, 1211 Geneva, Switzerland
2 Joint Institute for Nuclear Research (JINR), Dubna, Russia 141980

Received: 3 March 2022 / Accepted: 7 June 2022
© The Author(s) 2022

Abstract Electron cloud effects are among the main performance limitations for the operation of the Large Hadron Collider with
25 ns bunch spacing. Electrons impacting on the beam screens of the superconducting magnets induce a significant heat load
reaching values close to the full cooling capacity available from the cryogenic system in some LHC sectors. To better understand
this performance limitation, numerical simulations with the PyECLOUD code were performed to study the dependence of the heat
load on different beam and machine parameters, in particular the bunch population, which is foreseen to be considerably increased
with the impending HL-LHC upgrade. The simulations predict a complex, non-monotonic behavior of the heat load with bunch
population which has important implications in defining the upgrade of the cryogenic system required for coping with HL-LHC
beam intensities. An in-depth analysis of the simulation results shows that the non-monotonic dependence of the heat load on the
bunch population is driven by an interplay between the spectrum of the impacting electrons and the shape of the Secondary Electron
Yield curve. Experimental data were collected at the LHC during normal operation and dedicated experiments in order to validate
the simulation model and confirm the expected non-monotonic behavior. The simulation results are found to reproduce very well
the measurement data.

1 Introduction

The formation of an electron cloud (e-cloud) due to secondary electron emission from the surfaces of the vacuum chambers can
introduce significant limitations for the performance of particle accelerators operating with bunched beams of positively charged
particles, as observed in several circular accelerators, storage rings and colliders over the past decades [1]. The mechanism through
which e-clouds are generated at a certain accelerator location can be described as follows [2, 3]. Each passing bunch generates a
number of primary electrons (e.g. photoelectrons), which are accelerated by the beam field and fly across the chamber cross section.
These electrons produce secondary electrons when they hit the inner wall of the vacuum chamber. In case the Secondary Electron
Yield (SEY) is greater than unity at the impact energy, net electron production occurs. With a sufficiently small bunch spacing, the
emitted low-energy electrons can survive until the following bunch passage and in turn be accelerated by the beam, triggering an
avalanche multiplication phenomenon. This leads to an exponential e-cloud build-up that can only stop when a dynamical steady
state is reached, at which the space charge repulsion of the e-cloud itself pushes the newly emitted electrons back to the surface and
the net electron production and loss rates become equal. E-cloud build-up in an accelerator is associated with undesirable phenomena
such as vacuum pressure rise, excessive heat load in cryogenic regions, RF stable phase shift, as well as beam quality degradation
manifesting itself through transverse instabilities, losses and emittance growth [4].

Observations and first studies of beam-induced multipacting at CERN date back to 1977, when a pressure rise at the Intersecting
Storage Rings (ISR) after installation of an aluminum test chamber was ascribed to electron accumulation [5]. Based on the ISR
experience, concerns about the Large Hadron Collider (LHC) operation already started at the very early design stages in the 1980’s.
These worries were then reinforced over the next two decades, when beam instabilities due to photoelectrons were observed at the
KEK Photon Factory [6, 7] and a series of e-cloud studies including both simulations and experiments were launched both at the
Beijing Electron Positron Collider [8] and for the positron ring (LER) of the PEP-II B Factory [9]. Since 1998, e-cloud effects
have been directly observed at the CERN Super Proton Synchrotron (SPS) with the LHC-type beam (25 ns bunch spacing) [10].
By the first decade of the 2000’s, e-cloud was systematically observed not only in the SPS but also in its upstream injector, the
Proton Synchrotron (PS), in the late stages of the preparation of the 25 ns spaced beams [11-13]. After 2010, e-cloud effects have
been observed at the Large Hadron Collider (LHC). These effects were visible only in the interaction regions, where the two beams
circulate in the same pipe, as long as the collider operated with 150 ns bunch spacing (2010), but then became more and more
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Fig. 1 A cut of an LHC dipole
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evident as the bunch spacing was gradually reduced to 75, 50 and finally 25 ns [14, 15]. One of the most important effects, which
survives even after extensive machine conditioning’, is the heat load deposited by the impacting electrons on the beam screens
of the superconducting magnets. In Fig. 1, a cross-sectional cut of an LHC dipole magnet shows the beam screens of the two
counter-rotating beams, which are cooled to a temperature between 5 and 20 K through a helium circuit attached to the external
wall. Each of the arc beam-screen cooling circuits covers a 53 m long portion of the accelerator, which is usually called a “half cell*
as it corresponds to half of an arc FODO cell. Each half cell includes three main bending magnets and one main quadrupole magnet.
By measuring the thermodynamic properties of the cooling fluid at the entrance and the exit of the cooling circuit, it is possible to
obtain accurate measurements of the heat loads deposited on the beam screens of each half cell [18]. The heat loads measured in
the half-cells of each LHC sector (octant) can be summed up to provide the global heat load per sector.

Figure 2 corresponds to a typical Run 2 (2015-18) LHC fill, with a 25 ns bunch spacing, and a fill with a 50 ns beam (which
was the typical configuration in the LHC Run 1, 2010-13), made in sequence for direct comparison. The top plot shows the beam
intensity (Beam 1 in blue and Beam 2 in red, vertical axis on the left) as well as the beam energy (dashed line, vertical axis on the
right). The bottom plot shows the average heat load per half cell correspondingly measured in the LHC sectors (as labeled) as well as
the calculated value assuming only the contributions from impedance and synchrotron radiation (dashed line). It is clear that, while
with the 50 ns beam the heat load measured is the same for all sectors and falls very close to the expected load from impedance
and synchrotron radiation (dashed line), in the case of 25 ns beam the measured values significantly differ sector by sector and they
all sit above the expected line. Such a dependence on the bunch spacing gives a strong indication that the source of the additional
heating is the e-cloud as confirmed by several other observations [19]. Laboratory analyses conducted on beam screens extracted
from the LHC during the Long Shutdown 2 (LS2), in 2019-2020, showed that these differences in the heat load are correlated with
chemical alterations of the surface, which result in a different SEY [20].

The High Luminosity LHC project (HL-LHC) [21] foresees a twofold increase of the LHC beam intensity to be obtained by
keeping the 25 ns bunch spacing and doubling the bunch population. It is therefore important to accurately predict how the heat loads
on the beam screen behave as a function of the bunch population in order to ensure that they will remain compatible with the available
cryogenic capacity. In this paper, we will show that the dependence of e-cloud induced heat loads on the bunch population can be
nontrivial, showing a non-monotonic behavior in the range of interest for HL-LHC. The mechanism leading to such a dependence
is investigated with simulations and probed experimentally by means of heat load measurements at the LHC. Table 1 lists the most
relevant LHC parameters and their typical values during operation in Run 2. Except where otherwise stated, these correspond to the
values used in the presented simulations and measurements.

2 Modelling of the e-cloud heat loads

To model the generation of an e-cloud inside a beam chamber in the presence of circulating beam, we use the PyECLOUD simulation
code, developed at CERN since 2011 as an evolution of the ECLOUD code [22]. The PyECLOUD modeling is of weak-strong
type, with the beam represented by a rigid Gaussian distribution, and the electrons modelled by means of macroparticles. The
Particle-In-Cell (PIC) method is used for computing the electromagnetic forces generated by the e-cloud itself, which are applied to
the electrons in the solution of their equations of motion. When the electrons hit the beam chamber, the secondary emission process

1 Machine conditioning refers to machine operation with significant e-cloud, which can have a self-curing effect by lowering the SEY of the beam screen
surfaces [16]. Although in the LHC such conditions occurred during regular machine operation for luminosity production with 25 ns bunch spacing, as
testified by the measured heat loads discussed in the following paragraph, e-cloud effects remained present at a near constant level over most of the period
[17].
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is simulated by generating new macroparticles. The model used for this purpose is based on laboratory measurements conducted to
characterize the secondary emission from the LHC beam screen surface [23, 24].

The presence of an externally applied magnetic field strongly influences the dynamics of the electrons. This is visible in the
distribution of the electron density in the chamber as shown in Fig. 3 for the case of dipoles (left) and quadrupoles (right) in the
LHC arcs. In both cases, electrons are subject to a Lorentz force by the strong magnetic fields and therefore tend to spiral along the
magnetic field lines. In the quadrupoles, due to the presence of magnetic gradients, the electrons can be “reflected” along their motion
giving rise to magnetic trapping phenomena through which they can be accelerated by several bunch passages before eventually
hitting the beam-screen wall [25]. In order to well resolve the cyclotron motion over the duration of the simulations, PYECLOUD
employs the Boris algorithm for the electron motion [26, 27].

PyECLOUD simulations have been widely used to perform detailed calculations of the heat load deposited by an e-cloud on
the inner walls of the beam chamber, and are being used in this paper to predict and study the nontrivial dependence of the heat
load generated by the e-cloud on the bunch population. For this purpose, the heat load generated by electrons on the beam screen
of the LHC dipole and quadrupole magnets has been calculated as a function of the bunch population for different values of the
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“SEYmax”’ parameter, which is defined as the maximum of the secondary electron yield curve and corresponds to the parameter 6max
in [23]. The simulations assume the HL-LHC beam configuration with 2748 bunches in trains of 72 bunches in each LHC ring,
at the foreseen HL-LHC collision energy of 7 TeV. Figure 4 shows the results of such simulations. For the same bunch population
and the same SEY .« the heat load in the quadrupoles is significantly larger than in the dipoles. This is a direct consequence of
the magnetic trapping that occurs in quadrupoles due to the presence of the magnetic field gradient, which largely increases the
number of electrons that accumulate in the chamber. Furthermore, the dependence of the heat loads on the bunch population is not
that of a simply monotonically increasing function, as one could have naively guessed, but exhibits a rather complex pattern. More
specifically, in most configurations, and in particular for SEY ,ax in the range 1.2-1.4 (which is representative for the LHC surfaces
in Run 2 [28]), when increasing the bunch population the heat load only increases up to a certain value, above which it either remains
constant or decreases. This turning point is close to 10'! p* for the dipoles, almost independently of SEY pax, while it moves from
10! p* to 2 x 10! p* for the quadrupoles according to SEY pax. This finding has significant implications for the HL-LHC project in
particular in defining the upgrade of the LHC cryogenic system needed to cope with the increased intensity. It is therefore important
to identify the root cause of the trend observed in simulations and to validate the results with experimental data.
We recall that the heat load deposited on the beam pipe can be written as:

P =®E, (1)

where P is the heat load, @ is mean flux of electrons impinging on the walls and E is their average energy. The average electron
energy E is shown as a function of the bunch population in Fig. 5a for the dipoles (blue curves) and quadrupoles (orange curves) and
for SEY max=1.35. Itis much larger for the quadrupoles than for the dipoles, as a result of the magnetic trapping which allows electron
in the quadrupoles to accumulate energy from several bunch kicks. Both for dipoles and quadrupoles the average electron energy
E scales monotonically with the bunch population. Hence, the non-monotonic behavior of the heat load is not driven by the energy
of the impacting electrons but by their number. This is confirmed by Fig. 5b, which shows that it is indeed the average impinging
electron flux @ that exhibits a flat or decreasing trend above a certain bunch population, leading to the observed non-monotonic
behavior of the heat loads. The decrease of the impinging electron flux @ for high bunch population is in turn related to a decrease
of the average electron density in the chamber as illustrated in Fig. Sc.

The root cause of such a behavior can be understood recalling that the number of electrons emitted by the surface can be written
as:

NeleZ/(; S(E)p(E)E (@)

where §(E) is the SEY curve, represented in Fig. 6 (top) and ¢(E) = dN/dE is the energy spectrum of the impinging electrons,
which is displayed for different bunch populations in the middle and bottom parts of Fig. 6 for dipoles and quadrupoles respectively.
It can be observed that as the bunch population increases the electron spectrum shifts towards higher energies as a result of the
stronger electromagnetic forces exerted by the bunch. For high enough values of the bunch population, most of the electrons reach
energies well above 350 eV for which the SEY curve has a decreasing trend and therefore the probability of emitting secondary
electrons becomes significantly lower.

Another non-monotonic behavior with bunch population that stems from the shape of the SEY curve has also been observed in
the LHC during Run 2, when electron-cloud-induced beam instabilities were suddenly triggered with decreasing bunch population
during luminosity production [29]. In this case, the root cause is the increase in electron density around the beam location in dipole
fields, caused by the electrons in that area approaching from above the energy corresponding to the peak of the SEY curve as the
strength of the beam kick decreases with the decreasing bunch population.
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Fig. 5 Electron mean energy
when hitting the wall (a), electron
mean flux to the wall (b), average
electron density at saturation in
the beam chamber (¢) and heat
load onto the wall (d) are plotted
as a function of the bunch
population for SEY max=1.35. The
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3 Experimental confirmation

The experimental verification of the non-monotonic dependence of the electron-cloud-induced heat load on the bunch population,
described in the previous section, could not easily be carried out in the machine mainly because of the limited range of achievable
beam parameters before the upgrade of the LHC injectors, which was implemented during LS2. In particular, so far 25 ns beams
with long bunch trains (e.g., 48 or 72 bunches) and bunch populations above 1.2 x 10! p* were not available for LHC operation,
as such beams could not be accelerated to 450 GeV in the last ring of the LHC injectors chain, the SPS, due to limitations in the RF
power and longitudinal beam stability [30]. In spite of this limitation, heat load measurements could be collected during both LHC
physics runs and dedicated experiments providing a rich set of data, which can be compared against PyECLOUD simulations. All
data discussed in this paper were collected in the period 2017-18, during which the SEY of the beam screens could be considered
unchanged, as indicated by the measured heat loads [31].

For most of Run 2 the LHC was filled with trains of 48 bunches and a bunch population of about 1.2 x 10'! p*. Therefore, a
large set of measurements at beam energies of 450 GeV and 6.5 TeV for this specific case are available, showing that heat load
measurements are very reproducible for the same beam configuration [31]. A dedicated machine study was conducted filling the
LHC with the same filling pattern used for luminosity production runs and varying the bunch population from 3 x 10! p*+ to
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Fig. 6 Secondary Electron Yield
curve (top figure) and energy
spectra of impacting electrons as
functions of the bunch population
for both dipoles (middle figure)
and quadrupoles (bottom figure)
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1.2 x 10" p* in order to explore the accessible intensity range at 450 GeV. The results of this experiment can be seen in the left
graph of Fig. 7. Here the heat loads measured in the different LHC sectors are plotted as a function of the bunch population. One
can clearly see that in the explored range of bunch population, the heat load is monotonically increasing in all sectors, and that a
threshold effect at about 4 x 10! p* occurs in all sectors.

In studies aimed at determining the RF power limitations of the SPS, trains of 12 bunches with bunch population up to 1.9 x 10'!
p* were successfully accelerated to 450 GeV and could be used in the LHC to probe for the first time the behavior of the e-cloud
in the range of bunch population for which the non-monotonic behavior discussed in Sect. 2 should be visible. Four measurements
were done with trains of 12 bunches and 1020 bunches per ring, varying the bunch population from 7 x 101 p* to 1.9 x 10! p*. The
result of this experiment can be seen in the right graph of Fig. 7. It is clear that pushing the bunch population beyond 1.2 x 10! p*
the measured heat load either levels off or even starts to decrease. These measurements provide the first clear experimental evidence
of the non-monotonic dependence of the heat loads on bunch population in the LHC.

Another filling pattern that was used for short periods during LHC operation is the “8b+4e” scheme, made of short trains of
8 bunches with 25 ns bunch spacing separated by gaps made of four empty 25 ns bunch slots. Heat load measurements for this bunch
pattern are available for 1.2x10'! p*/bunch and for 1.5x 10! p*/bunch.

In order to compare the experimental data discussed above with PyECLOUD simulations it is necessary to estimate the SEY of
the beam screens. This is done for each of the LHC half cells by comparing against PyECLOUD simulations the heat load measured
at 450 GeV using the nominal bunch population of 1.2x 10!! p*. An example of the result of this exercise is shown in Fig. 8 for one
of the sectors showing the highest loads, for which we find that SEY ,,x mainly ranges between 1.2 and 1.45 (with a few outliers)
averaging around 1.35.

Based on the estimated SEY % values, it is possible to simulate the expected heat load as a function of the bunch population
for different bunch patterns and beam energies. The results of such simulations are shown by the continuous lines in Fig. 9. The
red circle in Fig. 9 indicates the heat load corresponding to the measurement point used to infer SEY nax. The other points in Fig. 9
show the heat loads measured with other beam intensities and bunch patterns. These measurements are not used in any way to tune
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the simulation model and can therefore be used as an independent crosscheck of the simulation results. Very good agreement is
observed between the simulations and the measured heat loads. This provides an important confirmation of both the fact that the
observed heat loads are generated by electron cloud and of the estimated SEY 4« values. Furthermore, the measurements with the
12-bunch and the 8b+4e schemes confirm that the heat loads do not increase significantly for bunch populations above 1.2x10'!
p*, as predicted by the simulations due to the mechanism discussed in Sect. 2.

4 Conclusions

During LHC operation in Run 2, large heat loads induced by electron cloud were systematically observed in the machine. In order
to understand their behavior, e-cloud heat loads have been modelled with simulations for different beam and machine parameters.
The simulations predict a nontrivial, non-monotonic behavior of the heat load as a function of bunch population. In-depth analysis
of the simulation results shows that the reduction in heat load observed above a certain bunch population is linked to a reduction
of the number of electrons in the chamber. This is driven by a shift of the energy spectrum of the impacting electrons towards
higher energies, for which the SEY curve has a decreasing slope. Heat load measurements collected at the LHC allowed validating
experimentally the simulation model and confirmed the non-monotonic behavior of the heat loads foreseen by simulations. Since the
non-monotonic behavior of the heat loads is crucial for the HL-LHC in order to keep the heat loads within the available cryogenic
capacity, the importance of these results cannot be overstated. Over the next few years, as the readiness of the CERN accelerator
complex for the HL-LHC increases, larger bunch populations in longer bunch trains will become available also in the LHC, which
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will allow to further verify the results presented here. The benchmarking of the simulation tools with experimental data will continue
as further measurements become possible.

Acknowledgements The authors would like to thank G. Arduini, B. Bradu, E. Métral, Y. Papahilippou, V. Petit, B. Salvant and M. Taborelli for their
contributions.

Funding Open access funding provided by CERN (European Organization for Nuclear Research).

Data Availability Statement This manuscript has associated data in a data repository. [Authors’ comment: The datasets generated and analysed during the
current study are available from the corresponding author on reasonable request.]

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution
and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons
licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. F. Zimmermann, “Electron-Cloud Effects in past and future machines - walk through 50 years of Electron-Cloud studies,” in Proceedings, 5th Workshop
on Electron-Cloud Effects (ECLOUD’12): La Biodola, Isola d’Elba, Italy, June 5-9, 2012 (2013)

. M.A. Furman, “Formation and dissipation of the electron cloud,” in Proceedings of the 2003 Particle Accelerator Conference, 1:297-302 (2003)

. G. Iadarola, “A simplified analytical model for the electron cloud build-up process,” CERN-ACC-NOTE-2021-0029 (2021)

. G. Iadarola, G. Rumolo, “Electron Cloud Effects,” in ICFA Mini-Workshop on Impedances and Beam Instabilities in Particle Accelerators, 18 - 22 Sep

2017, Benevento, Italy: Proceedings ed. by V. Brancolini, G. Rumolo, M. Masullo, S. Petracca (2018), pp. 49-56

. O. Grobner, in Proc. 10th International Conference on High Energy, Protvino, Russia, Inspire CNUM:C77-07-11.1 (1977)

M. Izawa, Y. Sato, T. Toyomasu, Phys. Rev. Lett. 74, 5044 (1995)

K. Ohmi, Phys. Rev. Lett. 75, 1526 (1995)

Z.Y. Guo et al., in Proc. of of the 1st Asian Particle Accelerator Conference (APAC 98), Tsukuba, Japan, KEK Report No. 98-23 (1998)

M. Furman, G.R. Lambertson, in Proc. of the 17th IEEE Particle Accelerator Conference (PAC 97), Vancouver, Canada, Inspire CNUM: C97-05-12

(1998)

10. P. Le Roux, J. Poole, M. Truchet editors of the Proc. of the Workshop on LEP-SPS Performance, Chamonix X, Chamonix, France, Yellow Report
CERN-SL-2000-007 DI (2000), pp. 110-157

11. G. Arduini, in Proc. of the Workshop on LEP-SPS Performance, Chamonix XI, Chamonix, France, Yellow Report CERN-SL-2001-003 DI (2001),
pp. 125-134

12. J.M. Jimenez et al., LHC-PROJECT-REPORT-632 (2003)

13. R. Cappi et al., Phys. Rev. ST Accel. Beams, vol. 5 (2002), p. 121002

14. G. Rumolo et al., in Proc. of the International Particle Accelerator Conference IPAC2017, Copenhagen, Denmark (2017), pp. 30-36

15. G. Iadarola et al., in Proc. of the International Particle Accelerator Conference, IPAC2021, Campinas, SP, Brazil (2021), pp. 1273-78

16. R. Cimino, M. Commisso, D.R. Grosso, T. Demma, V. Baglin, R. Flammini, R. Larciprete, Nature of the decrease of the secondary-electron yield by
electron bombardment and its energy dependence. Phys. Rev. Lett. 109, 064801 (2012)

17. G. Iadarola et al., “Electron cloud and heat loads in Run 2,” in Proc. 2019 Evian Workshop on LHC beam operation, Evian Les Bains, France (2019).
https://indico.cern.ch/event/751857/

18. B. Bradu, K. Brodzinski, G. Ferlin, How does a cryogenic system cope with e-cloud induced heat load? CERN Yellow Rep. Conf. Proc. 7, 73-82 (2020)

19. G. Iadarola, G. Rumolo, P. Dijkstal, L. Mether, “Analysis of the beam induced heat loads on the LHC arc beam screens during Run 2,” CERN-ACC-
NOTE-2017-0066 (2017)

20. V. Petit, M. Taborelli, D.A. Zanin, M. Himmerlich, H. Neupert, P. Chiggiato, G. Iadarola, Beam-induced surface modifications as a critical source of
heat loads in the large hadron collider. Commun. Phys. 4(1), 192 (2021)

21. 1. Béjar Alonso, O. Briining, P. Fessia, L. Rossi, L. Tavian, M. Zerlauth, eds., High-Luminosity Large Hadron Collider (HL-LHC): Technical design
report. CERN Yellow Reports: Monographs

22. G. Iadarola, E. Belli, K. Li, L. Mether, A. Romano, G. Rumolo, “Evolution of python tools for the simulation of electron cloud effects,” in Proc. 8th
International Particle Accelerator Conference, Copenhagen, Denmark (2017). pp. THPAB043

23. R. Cimino, LR. Collins, M.A. Furman, M. Pivi, F. Ruggiero, G. Rumolo, F. Zimmermann, Can low-energy electrons affect high-energy physics
accelerators? Phys. Rev. Lett. 93, 014801 (2004)

24. E. Wulff, G. Iadarola, “Implementation and benchmarking of the Furman-Pivi model for Secondary Electron Emission in the PYECLOUD simulation
code,” (2019)

25. M.G. Billing, J. Conway, E.E. Cowan, J.A. Crittenden, W. Hartung, J. Lanzoni, Y. Li, C.S. Shill, J.P. Sikora, K.G. Sonnad, Measurement of electron
trapping in the cornell electron storage ring. Phys. Rev. ST Accel. Beams 18, 041001 (2015)

26. J. Boris, R. Shanny, U. S. O. of Naval Research, N. R. Laboratory, Proceedings: Fourth Conference on Numerical Simulation of Plasmas, November 2,
3, 1970. Naval Research Laboratory (1972)

27. H. Qin, S. Zhang, J. Xiao, J. Liu, Y. Sun, W.M. Tang, Why is boris algorithm so good? Phys. Plasmas 20(8), 084503 (2013)

28. G. Skripka, G. ladarola, “Beam-induced heat loads on the beam screens of the HL-LHC arcs,” CERN-ACC-NOTE-2019-0041 (2019)

29. A.Romano, O. Boine-Frankenheim, X. Buffat, G. Iadarola, G. Rumolo, Electron cloud buildup driving spontaneous vertical instabilities of stored beams
in the Large Hadron Collider. Phys. Rev. Accel. Beams 21, 061002 (2018)

30. M. Meddahi et al., in Proc. of the International Particle Accelerator Conference IPAC2019, Melbourne, Australia (2019), pp. 3385-90

31. G. Iadarola, G. Skripka, M. Albert, D. Amorim, O. Andujar, S. Antipov, G. Arduini, T. Argyropoulos, B. Bradu, H. Bartosik, C. Bracco, G. Crockford,
H. Damerau, R. De Maria, G.P. Di Giovanni, J.-C. Dumont, S. Fartoukh, F. Follin, K. Fuchsberger, N. Fuster Martinez, F. Giordano, G.-H. Hemelsoet,

W N

O XN

@ Springer


http://creativecommons.org/licenses/by/4.0/
https://indico.cern.ch/event/751857/

Eur. Phys. J. Plus (2022) 137:849 Page 9 of 9 849

M. Jaussi, V. Kain, L. Kolbeck, J.P.O. Komppula, Y. Le Borgne, K.S.B. Li, E.H. Maclean, L. Mether, E. Metral, G. Papotti, K. Paraschou, T.H.B.
Persson, S. Redaelli, A. Romano, G. Rumolo, L. Sabato, B.M. Salvachua Ferrando, B. Salvant, M. Schaumann, E. Chapochnikova, M. Soderen,
M. Solfaroli Camillocci, R. Suykerbuyk, O.G. Sveen, L.J. Tavian, L. Teofili, H. Timko, R. Tomas Garcia, G. Trad, J. Uythoven, S. Uznanski, D. Valuch,
F.M. Velotti, D.J. Walsh, J. Wenninger, E. Wulff, “Beam-induced heat loads on the LHC arc beam screens with different beam and machine configurations:
experiments and comparison against simulations,” CERN-ACC-NOTE-2019-0057 (2019)

@ Springer



	Non-monotonic dependence of heat loads induced by electron cloud on bunch population at the LHC
	Abstract
	1 Introduction
	2 Modelling of the e-cloud heat loads
	3 Experimental confirmation
	4 Conclusions
	Acknowledgements
	References




