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Abstract The present paper’s main goal is to investigate the turbulence structures and com-
bustion characteristics in a model wall jet can combustor (WJCC) employing the large eddy
simulation (LES) approach. The laminar flamelet combustion and discrete ordinates radi-
ation models are applied in an Eulerian–Lagrangian approach to simulate a reactive spray
flow. The results illustrate that LES together with an appropriate mesh and a suitable time
step could properly capture the coherent vortical structures, including vortex tube, stream-
wise and hairpin vortices throughout the model WJCC. Also, the energy cascade from the
largest turbulence length scale (integral length scale) at lower frequency of the spectrum to
the smallest one along with the recirculation zones is revealed suitably. At the beginning of
WJCC, immediately after the swirler, a region of dense coherent structures is formed that
can influence the sharp fluctuations of the droplet. In the primary and intermediate zones
the hairpin vortices and in the dilutions zone the streamwise vortices are observed more.
A significant temperature reduction and a maximum scalar dissipation rate are detected in
the head of hairpins. Results also indicate that the strain rate and flow temperature have an
inverse relationship. The greatest strain rate is visible at the center of the collision of the
primary jets and the main stream, where there is minimum temperature. The largest values of
temperature are detected in the intermediate zone under the influence of the largest reverse
flow.

Abbreviations

Ad Droplet surface area
Bm Spalding mass transfer number
BT Spalding heat transfer number
CD Drag coefficient
cp Specific heat capacity (J/kg K)
CFL Courant (Courant–Friedrichs–Lewy) number
D Diameter of WJCC
Di,m Diffusion coefficient of vapor in gas phase
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dp Diameter of droplet
dsi Swirler inside diameter
Euu Power spectrum density of axial velocity fluctuations
Fi Body force in momentum equations
f Mixture fraction
′
f Mixture fraction variance
H Enthalpy
h Heat transfer coefficient
h f g Latent heat of vaporization
k Turbulence kinetic energy
L Integral length scale
Ls Sub-grid length scale
LES Large eddy simulation
m Mass (kg)
Nu Nusselt number
P Pressure (Pa)
p( f ) Probability density function (PDF)
Pr Prandtl number
PSD Power spectrum density
Q Second invariant of velocity gradient tensor
qsgs
φ Sub-grid-scale turbulent fluxes of scalars

RANS Reynolds-averaged Navier–Stokes
Re Reynolds number
RMS Root mean square
RSM Reynolds stress model
Sc Schmidt number
sgs Sub-grid scale
Ṡ Source term
Si j Strain rate tensor
Scsgs Sub-grid-scale Schmidt number
T Temperature (K)
ui, j,k Velocity component (m/s)
uτ Friction velocity (m/s)
u′v′ Velocity component fluctuations (m/s)
t Time (s)
WJCC Wall jet can combustor
X, Y, Z Cartesian coordinates
x j Cartesian coordinates
Y + Dimensionless wall distance

Greek symbols

α Coefficient in PDF equation
αi Diffusivity coefficient of scalar i
β Coefficient in PDF equation
� Local grid size
�X+, �Z+ Dimensionless cell distance
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δ Function of delta
ε Dissipation rate of turbulence kinetic energy
η Kolmogorov length scale
λ Taylor length scale
� Thermal conductivity (W/m K)
μ Dynamic viscosity of continuous phase (N s/m2)
ν Kinematic viscosity of continuous phase (m2/s)
ρ Density (kg/m3)
τi j Stress tensor
τL Large eddy time scale
τλ Taylor time scale
τη Kolmogorov time scale
χ Scalar dissipation rate
φi Scalar quantities of scalar i
ω̇i Source in scalar equation (production rate from chemical reaction)
�i j Rotation rate tensor
g Gas phase (continuous phase)
d Droplet

1 Introduction

Nowadays, computational fluid dynamics (CFD) techniques have provided a better insight
into the flow and temperature fields in a combustion chamber. Various phenomena take place
in a combustive flow, namely turbulence, combustion, radiant heat transfer, two-phase flow
and spray. Each of these requires a suitable model to employ for simulation. Turbulence
modeling is one of the most influential parts in the simulation of flow within the model
combustion chamber, and currently, the Reynolds-averaged Navier–Stokes (RANS) and the
large eddy simulation (LES) approaches are applied. The use of either of these two approaches
depends on the objective parameters, the accuracy and the cost of the computations.

Distributions of various important parameters such as temperature, velocity, fuel droplets,
concentrations of combustion species (i.e., CO2, H2O), pollutants (i.e., nitrogen oxides,
soot), coherent structures and recirculation zones can be utilized from the flow simulations
in a combustor. Some of these are captured by using both the RANS and LES approaches
and some by only one. Khodabandeh et al. [1] and Alemi and Rajabi Zargarabadi [2] have
employed RANS to investigate the temperature, axial velocity, O2 and NO concentrations
and have obtained appropriate results. Bazdidi-Tehrani et al. [3] have applied RANS and
the flamelet combustion model for the investigation of the reactive turbulent flow in a gas
turbine model combustor and have predicted the distributions of mean temperature and mean
velocity with a maximum deviation of 22% in comparison with the available experimental
data [4]. However, it will be shown later on in the present study that on the basis of the LES
approach, the velocity and temperature distributions can be predicted with relatively lower
deviations from the same experimental data.

Li et al. [5] have modeled an ethanol spray-air combustion employing the LES approach
and a finite-rate filtered combustion model. Their results show LES predicts the gas temper-
ature closer to the experimental data in comparison with using RANS and the probability
density function (PDF) equation combustion model. Popov and Pope [6] have simulated a
bluff body stabilized flame employing a combination of the LES and probability density
function (PDF) approaches. They have stated the temperature distribution and mass fractions
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of NO, OH, CO2 and CO species in the different axial locations. Franzelli et al. [7] have
studied a swirled spray flame employing LES and a 24-species chemical reaction mechanism.
It has been noticed that the coupling between turbulence, spray and flame is governed by the
interactions between processing vortex core, spray and flame. They have compared the mean
and fluctuating gas axial velocity with the corresponding experimental data. Furthermore,
the flame structure, species concentrations and pollutant emissions have been presented.

The recirculation zones are another issue that has been thoroughly investigated in the
reactive turbulent flow. Because, in these zones the fuel and air are wholly mixed and complete
combustion is formed. LES is a good tool for identifying the flow recirculation zones. Edge
et al. [8] have reported that the recirculation zone which is influencing the flame temperature
is more accurately predicted and captured by LES in comparison with the traditional RANS
models.

The reason for more accurate prediction of results by LES than RANS is that in RANS
all eddies are modeled, while the principal property of LES is the solution of the large-scale
eddies and modeling of the small-scale eddies. The greatest amount of the turbulence energy
is enclosed in the large eddy movements which are dependent on geometry, while the small-
scale eddies are affected by the molecular motion and hence are much less dependent on
geometry. Consequently, they are considered as universal naturally [9].

Another feature of LES is the display capability of the energy cascade from the largest
turbulence length scales (integral length scale) at the lower spectrum frequencies to the
smallest length scales. Jones et al. [10] have reported the distributions of mean and fluctuating
velocity and temperature together with power spectral density of the temporal autocorrelation
function in the simulation of a premixed swirl burner using LES and the Eulerian stochastic
field method.

RANS has a limitation in providing the unsteady information, whereas LES addresses this
issue [11]. However, its computational cost is much more than that of RANS. Achieving high
accuracy results when using LES depends on considering the required fundamentals to solve
the equations. Employing an appropriate mesh on the geometry and selecting a proper time
step are the most important fundamentals to solve the problem by using LES, which have
been specifically addressed in this study. Taking into account these necessary fundamentals
leads to increasing the complexity, time and cost of computations. Therefore, as mentioned
earlier, the use of LES or RANS depends on the objective parameters and the amount of
computational cost.

LES is an appropriate tool to identify the coherent turbulent structures. One of the most
complex issues in the investigation of the turbulent flow is the coherent vortical structures.
Turbulence is not just about random small scales. It also includes coherent spatial structures.
Since incoherent structures disappear much faster than coherent ones, coherent structures
play a more important role in transmitting turbulent characteristics.

Coherent structures are three-dimensional regions of the flow over which at least one of
the main variables of the flow (components of velocity, temperature, density, etc.) displays
substantial correlation with another variable of the flow or with itself in the ranges of time
and place. They are also meaningfully larger than the smallest local scales of the flow [12].
Theodorsen [13] has introduced these structures as three-dimensional flow patterns that are
responsible for momentum and heat transfer. There are several coherent structures in the
turbulent flow, namely counter-rotating, horseshoe, wake, leading edge and hairpin vortices.
The definition of each of these structures is mentioned in detail in the relevant turbulence
research [12, 13].

Xu et al. [14] have noticed that the Q-criterion is suitable for studying the vortex structure
and evolution. To identify the coherent structures, velocity fluctuations need to be accurately
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calculated. Since the RANS equations are limited in the calculation of velocity fluctuations
and also eddies are modeled (not solved) in RANS, it is possible to analyze these types of
structures in the turbulence modeling approaches such as LES.

Bross et al., [15] have investigated the interaction of coherent flow structures in adverse
pressure gradient turbulent boundary layers. They have observed that streamwise vortex
filaments of sufficient intensity must be present at small wall distances and they must be
located inside or near the retarded low-speed streaks to produce a sufficiently strong spanwise
motion. When these particular vortices are slightly tilted with respect to the streamwise
direction due to the meandering of the streaks, for instance, they can produce reverse flow
with a significant spanwise velocity component.

In the last decade, the study of these structures in the jet cooling streams has been of great
interest to researchers [16]. Zamiri et al. [17] have simulated the turbulent flow structures
and film cooling effectiveness in a laidback fan-shaped hole by the LES approach. They have
revealed that the cooling jet flow structures and forest of hairpin vortices on the flat plate
are significantly changed due to the blowing ratio. Shangguan [18] has concluded that there
are qualitative and quantitative relationships between the coherent structure dynamics and
heat transfer features in the flat plate film cooling. The breakdown of coherent structures is
a symbol of poor cooling performance.

Considering that there are also air intake jets in the combustor and they collide with the
fuel and the main swirled air flow, the study of coherent structures can be interesting and
beneficial. Also, no specific study has been reported in this regard up to now.

On the basis of the above literature review, many researchers have employed LES and
RANS for the simulation of turbulent flow in the gas turbine combustors. Most of the previous
studies have been limited to the distributions of temperature, velocity and species concentra-
tion. However, few studies on the turbulence structures have been published concerning the
spray flow in a gas turbine combustor. The main focus of the present paper is the analysis
of the reactive turbulent flow structures, recirculation zones, energy cascade and turbulence
length and time scales throughout the model WJCC. For this purpose, the influence of coher-
ent vortical structures on combustion characteristics, namely temperature, velocity, scalar
dissipation rate and fuel droplet diameter, is investigated. The turbulence length and time
scales are used to find an appropriate mesh on the geometry and a suitable time step to ensure
the simulation results. Verifications of the results are accomplished employing comparisons
between (1) the mean axial velocity profiles of reactive and non-reactive flows and available
experimental data and (2) the mean temperature distributions and existing experiment, at
three different axial positions of the model combustor.

2 Mathematical descriptions and numerical models

2.1 Gas phase

The reactive flow equations are resolved employing the large eddy simulation (LES) approach.
By applying a specified cut-off filter operation to the instantaneous governing equations (i.e.,
mass, momentum and scalar equations), the subsequent Favre-filtered governing equations
are achieved for the resolved fields (large eddies) [19]:

∂ρ

∂t
+

∂
(
ρũ j

)

∂x j
� ˜̇Sc (1)
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∂(ρũi )

∂t
+

∂
(
ρũi ũ j

)

∂x j
� ∂

∂xi

(
μ

(
∂ ũi
∂x j

+
∂ ũ j

∂xi

)
− 2

3

(
μ

(
∂ ũk
∂xk

)
δi j

))
− ∂ P̃

∂xi
+

∂τ
sgs
i j

∂x j
+ F̃i

(2)
∂
(
ρφ̃i

)

∂t
+

∂
(
ρũ j φ̃i

)

∂x j
� ∂

∂x j

(
ρα̃i

∂φ̃i

∂x j

)
+

∂qsgsφ

∂x j
+ ρ˜̇ωi + ˜̇Sφi + ˜̇S. (3)

In these equations, ũi , P and ρ are the velocity vector, pressure and density of the gas
phase, respectively. φi and αi signify the scalar quantities and the diffusivity of the scalar i ,
successively. Ṡc and Ṡφi represent the exchange terms of mass and scalars quantities between
the gas and liquid phases, respectively.

The instantaneous small-scale portions are eliminated by the filter, but their impacts stay in
the unclosed remaining terms signifying the effect of the sub-grid scale (SGS) on the resolved
scales [20–22]. The influence of the small eddies emerges in the resolved flow field via the
SGS turbulent stress tensor, τ

sgs
i j , and in the scalar field, qsgsφ , which are unknown and must

be modeled. In the present simulation, due to the existence of rotational zones in the vicinity
of the wall and wall-bounded flow in the combustion chamber, the WALE (wall-adapting
local eddy viscosity) model [23] together with the Boussinesq hypothesis [21] is employed
to model the SGS stress tensor.

τ
sgs
i j � ρũi ũ j − ρũi u j � 1

3
τ

sgs
kk δi j − 2μsgs S̃i j (4a)

S̃i j � 1

2

(
∂ ũi
∂x j

+
∂ ũ j

∂xi

)
(4b)

where μsgs denotes the sub-grid-scale turbulent viscosity and S̃i j is the rate of strain tensor
for the resolved (large) scale. The sub-grid turbulent fluxes of scalars are approximated
employing the gradient diffusion hypothesis [24]:

qsgs
φ � ρũi φ̃ j − ρ˜uiφ j � ρα̃sgs

∂φ̃ j

∂x j
(5)

where the sub-grid-scale diffusivity of scalars (αsgs) is achieved based on a ratio of μsgs

to sub-grid-scale Schmidt number (Scsgs) or Prandtl number (Prsgs).

2.1.1 Combustion model (turbulence–chemistry interaction)

In the turbulent reactive flows, there are a large number of reactions and species in a typical
chemical kinetic mechanism. Therefore, solving the species conservation equation directly
and employing the detailed chemical reaction mechanism are exceedingly time-consuming
from a computational cost viewpoint [25]. Thus, on the basis of the recent works by Bazdidi-
Tehrani et al. [3] and Yen, Magi and Abraham [26], the laminar flamelet model [27] as well
as 17 species and 26 reduced reaction mechanism of kerosene fuel [3, 28] has been applied
for the combustion modeling.

In the laminar flamelet combustion model [27], a turbulent non-premixed flame is consid-
ered as a statistical set of laminar thin flames (flamelets) [29]. Since the reaction specific time
is usually small (i.e., mixing is controlling the flame phenomena), the combustion chemistry
is very active in a thin layer denoted as the reaction zone. If this layer, as compared with
the smallest flow scale which is the Kolmogorov eddy scale, is thin, it can be assumed that
combustion is surrounded by a quasi-laminar flow and the laminar flamelet assumption is
correct. When the Kolmogorov eddy scale is of the order of flame thickness, the reaction
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zone may be changed by the turbulence. Also, it can disturb the flame layer structure and
there is a probability of extinction.

Thus, with the theory assumed for the flamelet model, the turbulent mixing and chemistry
processes can be computed distinctly in a way that the structure of the reaction region stays
laminar [29].

The fundamental theory of this combustion model lies on the assumptions that the instan-
taneous thermochemical state of the fluid (e.g., species mass fractions and temperature) may
be related to a conserved scalar known as the mixture fraction, f [27, 30]. A flamelet database,
containing thermochemical quantities (species mass fraction and temperature), is formed as
the functions of non-equilibrium quantity of scalar dissipation rate, mixture fraction and
enthalpy [31].

In order to consider the effect of SGS turbulence fluctuations on the acquired instantaneous
thermochemical quantities, the Favre sub-grid probability density function (PDF) [30] is
employed:

φ̃i � 1∫
0
φi

(
f, H̃s, χ̃st

)
p( f )d f (6)

p( f ) � f a−1(1 − f )β−1

∫ f a−1(1 − f )β−1d f
(7a)

a � f̃

⎡

⎢
⎣

f̃
(

1 − f̃
)

′̃
f

2 − 1

⎤

⎥
⎦ (7b)

β �
(

1 − f̃
)
⎡

⎢
⎣

f̃
(

1 − f̃
)

′̃
f

2 − 1

⎤

⎥
⎦ (7c)

where Hs is the sensible enthalpy, χ̃st is the mean scalar dissipation rate at stoichiometric

conditions and f̃ and
′̃
f

2

indicate the sub-grid Favre averaged and variance of mixture fraction,
respectively. The H̃s and f̃ are achieved by using the scalar conservation Eq. (3).

∂
(
ρ f̃

)

∂t
+

∂
(
ρũ j f̃

)

∂x j
� ∂

∂x j

(

ρ D̃ f
∂ f̃

∂x j

)

+
∂qsgsf

∂x j
+ ˜̇S f (8)

∂
(
ρ H̃s

)

∂t
+

∂
(
ρũj H̃s

)

∂x j
� ∂

∂x j

(
ρ D̃H

∂ H̃s

∂x j

)
+

∂qsgs
Hs

∂x j
+ ˜̇SHs + ˜̇Sr (9)

where qsgs
f � ρ

μsgs
Scsgs

∂ f̃
∂x j

, qsgs
Hs

� μsgs
Prsgs

∂ H̃s
∂x j

and Ṡr is the source term due to the radiation

heat transfer modeled by the discrete ordinates model (DOM) [32, 33]. The χ̃st and
′̃
f

2

are
modeled as:

χ̃st � Cχ

(
μ + μsgs

)

ρScsgs

∣∣∣∣∣
∂ f̃

∂xi

∣∣∣∣∣

2

(10)

˜̇f
2 � C f −var L

2
s

∣∣∣∣∣
∂ f̃

∂xi

∣∣∣∣∣

2

(11)

where Cχ and C f −var are constants and Ls is the sub-grid length scale.
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2.2 Dispersed phase

According to the recently published works [2, 34] concerning the simulation of dilute sprays,
as in the present paper, the Eulerian–Lagrangian approach [35] is employed. The equa-
tions of the gaseous phase and liquid droplet phase are solved in terms of the Eulerian and
Lagrangian approaches, respectively. Considering the negligible effects of gravity, Brownian
and Saffman’s lift forces, the path of a droplet movement is obtained from the equation of
motion on the basis of the Newton’s second law [36]:

dud
dt

� 3ρCD|ud − u|
4ρddd

(u − ud) (12)

where d as a subscript indicates a property of droplet and CD is the drag coefficient and
estimated from the proposed formula by Morsi and Alexander [37].

The effect of a turbulent flow on the distribution and dynamics behavior of droplets in the
gas phase is considered by employing the random walk model [38]. The two-way coupling
[39] is used to address the influence of the droplet phase on the gas phase.

The heat conversations between the gas phase and fuel droplets are considered using inert
heating, evaporation and boiling of droplet. These exchange processes are specified by the
vaporization and boiling temperatures. In the first step (inert heating), there is no exchange
of mass between liquid and gas phases and the temperature of the droplets just increases up
to the vaporization temperature:

mdcp
dTd
dt

� hAd
(
Tg − Td

)
(13)

where h as the heat transfer coefficient is estimated by employing the empirical correlation
of Ranz and Marshall [40]:

Nu � hdd

kg
� 2.0 + 0.6Re1/2

d

1/3
Pr . (14)

Re denotes the relative Reynolds number and it is defined as Re � ρdd |ud−u|
μ

. Through the
second process, the droplet temperature reaches the vaporization temperature and the mass
is transported from the liquid to the gas phase. The change in the droplet mass ( dmd

dt ) for a
high evaporation rate is expressed as in the following relation [36]:

dmd

dt
� πdpρgDi,m

(
2 + 0.6Re1/2

d Sc1/2
)
ln(1 + Bm) (15)

where Di,m is the diffusion coefficient of vapor in the gas phase and Bm represents the
Spalding mass transfer number. At this step, the temperature of droplet is updated by adding
the latent heat transfer term to Eq. (13) and modifying the convective heat transfer coefficient.

mdcp,d
dTd
dt

� hAd(T∞ − Td) − dmd

dt
h f g (16)

Nu � hdd
k∞

� Ln(1 + BT )

BT

(
2.0 + 0.6Re1/2

d Pr1/3
)

(17)

where BT is the Spalding heat transfer number. When the temperature of droplet reaches
the boiling point (as third step), the evolution of droplet size is computed by a boiling rate
equation, as follows:

d(dd )

dt
� 4�g

ρdCp,gdd
(1 + 0.23

√
Red ) × ln

[

1 +
Cp,g

(
Tg − Td

)

h f g

]

. (18)
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Table 1 Numerical schemes

Pressure–velocity coupling algorithm SIMPLE-C algorithm

Concentrations and turbulence quantities Second-order upwind

Time marching (temporal discretization) Second-order implicit

Time step,�t 1 × 10−5 s

Sampling time 4s(≈ 80, 000 time steps)

Spatial discretization Bounded central differencing

More information about the spray modeling and discrete phase equations is provided in
reference [41].

3 Computational methodology

3.1 Numerical methods

The present numerical simulation is implemented based on the three-dimensional finite vol-
ume method (FVM) [42], employing the unsteady SIMPLE-C algorithm [42] for resolving
the collection of governing equations along with the discrete ordinates model (DOM) [32]
and flamelet model [27]. The Eulerian and Lagrangian approaches along with a two-way
coupling are adopted for predicting flow characteristics of the gas and liquid phases. A total
of 200 discrete directions with the weighted sum of gray gases model (WSGGM) [43] are
used for the computation of the radiative transfer equation by DOM.

In order to exactly capture the progress of the flow features, a physical time step of
�t � 1×10−5 is applied for each grid such that the Courant–Friedrichs–Lewy (CFL) number
is sustained at 0.48 to prevent any numerical instability. At each time step of simulation,
convergence is assumed to attain when the normalized residuals approach 10−5 for the
continuity equation and 10−6 for energy, momentum, combustion, thermal radiation and
species equations. A bounded central differencing scheme [44] is applied for the spatial
discretization. The second-order upwind scheme [45] is employed for the concentration and
turbulence quantities. Finally, the algebraic multi-grid approach together with the second-
order implicit point Gauss–Seidel methods is taken on to solve the discretized equations in an
iterative procedure (i.e., time marching) [46]. The details of the present numerical schemes
are summarized in Table 1.

3.2 Computational domain and grid resolution assessment

The present computational domain concerning the model wall jet can combustor (WJCC)
geometry is adopted based on the experimental setup of Cameron et al. [4], as illustrated in
Fig. 1.

The model WJCC geometry consists of an octagon with the dimension, D � 80 mm as the
diameter and 4D as the length. 163 kg/h air flow enters the combustor at 1 atm. 25%, 35%
and 40% of incoming air are introduced into the combustor through an axial type of swirler,
primary and dilution holes, consecutively. Details of the relevant flow and geometrical data
regarding WJCC are listed in Table 2.
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Fig. 1 Schematic representation of model WJCC and boundary conditions

Table 2 Geometrical and flow
specifications of WJCC

Parameter Value

Fuel mass flow rate (kg/h) 3.27

Fuel cone angle
(◦)

60

Fuel/air relative velocity (m/s) 110

Fuel temperature (K) 300

Type of fuel Kerosene

Operating pressure (atm) 1

Swirler diameter (m) Inside: 0.019; outside: 0.057

Swirl number 1.4

Primary holes diameter (m) 0.007

Dilution holes diameter (m) 0.0095

Due to the unavailability of the experimental inlet velocity data and, consequently, the
impossibility of an initial estimation of the number of inlet vortices, the inlet mass flow is
considered as the entrance boundary condition. At exit plane of the cross flow, pressure outlet
boundary condition is employed. Also, the thermal and velocity boundary conditions in all of
the walls are assumed as adiabatic and no-slip, successively. For the radiation heat transfer,
the emissivity of the walls is assumed to be 0.7.

In order to determine a proper grid resolution, the computational domain of WJCC is
discretized into 1,279,488, 1,807,024 and 3,050,046 hexahedral non-uniform computational
cells for the coarse, medium and fine grids, respectively. The suitability of the grid resolution
is evaluated by using the two-point correlation technique which has recently been examined
in details by Bazdidi-Tehrani et al. [20]. It is based on the ratio of SGS shear stress to
resolved shear stress and the ratio of SGS viscosity to molecular viscosity. It is detected that
nearly 12 cells have been adequately included in the lateral integral length scale. The applied
grid should take account of three necessary conditions (criteria) for implementing the LES
approach:

(
Y + � Yuτ

ν
< 1

)
,

(
�X+ � �Xuτ

ν
< 40

)
and

(
�Z+ � �Zuτ

ν
< 20

)
. (19)

The above-mentioned conditions have been fulfilled for the fine grid. Thus, the fine grid
is adopted throughout the present work (Fig. 2). Grids adjacent to the walls are chosen to be
finer, particularly near the air jet holes and at the entrance of the combustor, owing to the
existence of a reverse flow and the combustion phenomenon. Away from the dilution holes,
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Fig. 2 Structured mesh on model WJCC: a XYZ plane, b X � 0 plane and c Y � 0 plane

the cell size is increased by a growth factor of around 1.06 so as to limit the commutation
error [47].

3.3 Evaluation of turbulence length and time scales

The filter width is presently assumed as the turbulence length scale and computed by employ-
ing the local grid size as � � (�X�Y�Z )1/3. The other length scales including the Kol-
mogorov length scale ((η � (v3/ε)1/4), Taylor length scale (λ � (10vk/ε)1/2) and integral
length scale (L � (

k3/2/ε
)
) [9, 48] are also computed. Figure 3 shows a comparison of the

filter width (�) with different turbulence length scales in the mid-plane (Y � 0) of WJCC. It
is observed that the filter width is about one-tenth of the integral length scale (i.e., turbulence
length scale of large eddies) and lies between the Kolmogorov and Taylor length scales. This
is in line with the work reported by Baggett et al. [49]. Therefore, the present simulation can
apply the various turbulence length scales. This issue is depicted in a different way in Fig. 10
later on representing the power spectrum density (PSD) functions [21] of the axial velocity
fluctuations.

Choosing an appropriate time step (�t) is very important along with considering an
unsteady calculation in the LES approach. With a decrease in the time step, the accuracy of
the computation turns out to be higher. However, this will lead to a large increase in the overall
time and cost of computing. Generally, the time step is chosen in the range of the time required
to pass the flow from the smallest computing domain. In order to accurately solve and detect
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Fig. 3 Comparison of filter width with three various turbulence length scales in mid-plane plane (Y � 0) of
WJCC

the flow structures, a physical time step should be selected such that the maximum value of
CFL � u�t

�X becomes less than 1.0 for the computational domain [50]. This is necessary to
prevent any numerical instabilities. Also, it is suggested that the maximum CFL be equal to
0.5 in the LES approach [51]. On the other hand, the time step should be chosen in such a
way that the time scale of the resolved eddies be much smaller than the large eddy time scale
(τL � k/ε) and also less than the Taylor time scale

(
τλ � (15v/ε)1/2) and Kolmogorov time

scale (τη � (v/ε)1/2) [52]. With these limitations, �t � 1 × 10−5 is considered for the
time step. Figure 4 depicts the different turbulence time scales in the mid-plane (Y � 0) of
WJCC. Accordingly, the presently applied time step is much less than that of the large eddy
(integral) time scale and smaller than those of the Taylor and Kolmogorov time scales.

4 Results and discussion

In order to confirm the validity of the present numerical scheme, the computed mean axial
velocity (u) and mean temperature (T) are compared with those of the available experimental
data [4], as displayed in Figs. 5 and 6, respectively. These are carried out at several different
axial positions along WJCC for the reactive and non-reactive flows. It should be mentioned
that a non-reactive flow means an isothermal flow, in the absence of liquid fuel injection.
From Fig. 5 representing the numerical mean axial velocity (Y-axis) versus the experimental
one (X-axis), it can be seen that the numerical results are in reasonable agreement with the
experimental data and the maximum deviations of 6% are detected at X � 0.1 m for the
reactive flow. Due to a higher density of the gas phase in the non-reactive flow, the mean
axial velocity is lower than the one in the reactive flow, at all the three positions. Owing to
the formation of a reverse flow caused by the swirler, the velocity at X � 0.04 m for both
the reactive and non-reactive flows is less than those at the two other positions. However, a
small reverse flow is seen at X � 0.1 m with by viewing the negative values of mean axial
velocity. The reverse flow is discussed more in Fig. 7. The numerical mean temperature at
three axial positions is compared with the available experimental data in Fig. 6. It is observed
that a credible agreement with negligible deviations exists (i.e., a maximum of 5% at all X).

Figure 7 depicts the distributions of the velocity vectors along the mid-plane (Y � 0).
The size of the vectors represents the value of the instantaneous flow velocity. Three main
recirculation zones are detected and displayed by parts (a) to (c). The first one (Fig. 7a), which
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Fig. 4 Comparison of three different turbulence time scales in the mid-plane (Y � 0) of WJCC

covers a small region, is close to the entrance side walls of the model WJCC. The second one
(Fig. 7b) is formed adjacent to the primary jets which occupies a large area. The third one
(Fig. 7c) is shaped up in the center of the model combustor immediately after the locations
of the dilution jets. The recirculation zone plays a significant role in the flame stability inside
the combustion chamber. The reverse flow is mainly influenced by the collision of swirl flow
and outflow of air jets. The maximum and minimum flame temperatures are totally dependent
on these recirculation zones (refer to Fig. 9).

Figure 8 displays the contours of time-mean axial velocity across the mid-plane of the
model WJCC at three lateral cross sections of X � 0.07 m, X � 0.09 m and X � 0.18 m.
The same as the velocity vectors in Fig. 7, the recirculation zones may be detected from
the distributions of the streamlines. On the mid-plane, the streamlines are plotted on the
mean velocity contour. At the lateral cross section of X � 0.07 m, the effect of the presence
of a large flow reversal due to the primary jets is demonstrated by a blue color region. At
X � 0.09 m and X � 0.18 m which refer to the locations immediately after the primary and
dilution jets, respectively, under the influence of incoming air jets and back reverse flow, a
higher velocity zone resulting from a larger axial flow is observed in the center of the cross
sections. In the intermediate zone (i.e., between the primary and dilution holes), the flow
velocity is higher due to a greater mass flow rate of the incoming air through the primary
jets and the smaller diameter of the primary holes, as compared with the dilution holes. The
velocity distribution becomes uniformly toward the end regions of WJCC.

Figure 9 shows the mean static temperature contours across the mid-plane (Y � 0) of
WJCC at three different cross sections, namely X � 0.01 m, X � 0.07 m and X � 0.18 m.
In the central cross section of X � 0.01 m, a blue color point can be seen because of the
presence of the liquid fuel and heat transfer from the gas phase to liquid phase so as to
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Fig. 5 Numerical mean axial
velocity of reactive and
non-reactive flows (Y-axis) versus
experimental mean axial velocity
of Cameron et al. [4] (X-axis), at
three different axial positions
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Fig. 6 Numerical mean
temperature (Y-axis) versus
experimental mean temperature
of Cameron et al. [4] (X-axis), at
three different axial positions
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Fig. 7 Distributions of velocity vectors along mid-plane (Y � 0)

Fig. 8 Contours of time-mean axial velocity across mid-plane (Y � 0) of WJCC at three lateral cross sections:
a X � 0.07 m, b X � 0.09 m and c X � 0.18 m

evaporate the droplets. The effects of both the swirling air and the onset of combustion
reactions are detected and displayed by the blue and yellow rings, respectively.
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Fig. 9 Contours of time-mean temperature across mid-plane (Y � 0) of WJCC at three lateral cross sections:
a X � 0.01 m, b X � 0.07 m and c X � 0.18 m

At X � 0.07 m, due to the presence of flow reversal, mixtures of hot gases are observed
around the cross section, while, in the center of the cross section, a blue zone is illustrated as
a result of the existence of the non-reactive cool gases. At X � 0.18 m, the influence of the
dilution air jets and reverse flow on the formation of a uniform temperature distribution at the
outlet of the combustion chamber is shown. This section is surrounded by the hot gases near
the walls and the cool air in the center. However, the major portion of this section shows that
the hot gases reach an equilibrium and fairly uniform temperature. It is also observed that
the largest values of temperature are achieved in the region between the primary and dilution
holes (intermediate zone). The maximum temperature (1700 K) occurs due to the flame
trapping, under the influence of the largest reverse flow. In this zone, a complete mixing of
the fuel and air is formed and the combustion reactions are developed in an enough period of
time. By moving away from the dilution jets, the temperature decreases and the temperature
distribution tends toward uniformity at the end of the WJCC.

Figure 10 illustrates the power spectrum density (PSD) [21] of the axial velocity fluctu-
ations (Euu), on the basis of the time series and Fourier transforms at the center of WJCC
(X � 0.07 m, Y � Z � 0.0). The PSD scheme represents the energy cascade from the
largest turbulence length scales (integral length scale) at the lower frequencies of the spec-
trum to the smallest length scales (Kolmogorov length scale) at the higher frequencies. The
− 5/3 power law inertial sub-range section (Taylor length scale) plays a transforming role
in the energy cascade [53]. Existence of this region clarifies that the inertial sub-range can
be identified in the computational domain of WJCC. At the end, the energy of Kolmogorov
length scale dissipates with a -7 slope, steeper than the − 5/3, and the frictional conversion
of the kinetic to thermal energy takes place. Therefore, as discussed in Fig. 3, the present
simulation can apply the various turbulence length scales.

123



  665 Page 18 of 26 Eur. Phys. J. Plus         (2021) 136:665 

Fig. 10 Power spectral density of
axial velocity fluctuations at
center of WJCC
(X � 0.07 m, Y � Z � 0.0)

In order to detect the coherent vortical structures in the reactive turbulent flow, the second
invariant of the velocity gradient tensor, called Q-criterion, is employed [54]:

Q � 1/2
(
�i j�i j − Si j Si j

)
(20)

where �i j is the rotation rate tensor and Si j is the strain rate tensor which signify the
asymmetric and symmetric parts of the velocity gradient tensor, successively. Q is considered
as a balance between the strain rate and the rotation rate. Positive Q-contours represent areas in
which the rotation rates are greater than the strain rates. In this section, the coherent structures
and the correlations between these structures with the reactive spray flow characteristics are
investigated by employing the Q criterion.

Figure 11 demonstrates the instantaneous iso-surfaces of coherent vortical structures,Q �
5E + 07 s−2, throughout WJCC. In this value of Q, most of the coherent structures are
identifiable and colored, based on the values of temperature (K). In this reactive spray flow
field, a variety of the coherent structures comprising the hairpin vortices, which are the subset
of arch vortices, streamwise vortices and vortex tubes is visible. The flow in the various
regions of WJCC exhibits completely different structures. For example, the flow behavior in
the intermediate zone is quite different to that in the dilution zone (i.e., the zone immediately
after the dilution holes). In the primary and intermediate zones the hairpin vortices and in the
dilutions zone the streamwise vortices are observed more. Vortex tubes structures are one of
the most basic structures known in the turbulence field. They rotate around their cores and are
the foundation of the hairpin vortices structures. Streamwise structures are also a type of the
vortex tube ones that are known due to the correlation between velocity along the flow and
the rotation around the vortex core. However, both types of these structures have the same
nature and the reason for the distinction in the naming is merely to emphasize the motion
description of the structures.

Because of the occurrence of the combustion phenomenon in the primary and intermediate
zones, the flow analysis of these two zones is of particular importance. As shown in Fig. 11, the
hairpin vortices are observed more in the primary and intermediate zones. Therefore, hairpin
vortices structures are one of the most important ones in the turbulent reactive flow. In order
to identify them in the flow field of the model combustion chamber, the streamlines and the
quadrant analyses, which have been introduced by Wallace et al.[55], have simultaneously
been employed. According to the streamlines and the quadrant analyses, the head of hairpin
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Fig. 11 Instantaneous iso-surfaces of coherent vortical structures,Q � 5E + 07 s−2, throughout WJCC,
colored based on values of temperature

vortices structures has two specific behaviors. Firstly, based on the quadrant analysis, the

head has a sweep property (
′
u

′
v
〈
0,

′
u
〉
0,

′
v < 0). Secondly, by using the streamlines analysis,

it is shown that the head has a twist toward the inside of the flow and the boundary layer.
Figure 12 displays these behaviors in the two selected hairpin vortices. The sweep property of
the vortex head as well as the streamlines confirms a twisting behavior. The sweep movement
with a high momentum transfer of fluid increases the velocity gradient and the local shear
stress.

A streamwise vortex which is colored by the
′
u

′
v component velocity is illustrated in

Fig. 13(a). It has been extracted from the dilution zone of WJCC. The light blue color

represents
′
u

′
v < 0. The main feature of this type of coherent structure is the streamlines that

are exactly in line with the main stream. Figure 13(b) and (c) displays the plotted streamlines
on two vortex tube structures, which are colored by the u′v′ component velocity. According
to the streamlines, it is shown that the structures have rotations around their axes, which is
considered as their main feature.

Figure 14 displays the distribution of the fuel mean mixture fraction along the centerline
of the model combustor. The amount of fuel mixture fraction is calculated by considering the
mass of fuel vapor. It means that the liquid part of the fuel is not considered. The maximum
point is related to the place where the highest amount of fuel vapor has been accumulated.
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Fig. 12 Streamlines and quadrant analyses on two selected hairpin vortices in: a primary zone and b interme-
diate zone

Fig. 13 Streamlines and quadrant analyses (u′v′ component velocity) for three selected vortical structures in
dilution zone of WJCC: a streamwise structure, b and c vortex tube

Near the fuel nozzle, the newly formed fuel vapors react with the inlet air from the swirler and
ignite. As the fuel combustion is complete and oxygen enters the primary jets, the amount of
mixture fraction decreases. It is also observed that there is a small amount of fuel species up
to the end of the combustor, which means that the mixture fraction is not zero.

Figure 15 shows the mass fraction distributions of species H2O, CO2 and O2 on the center
line of the model combustion chamber. Species CO2 and H2O are the main products of com-
bustion and their distributions have an approximately similar pattern. The O2 concentration
reaches its minimum value due to the combustion process taking place in that region accom-
panied by oxygen consumption during the reactions. As the combustion reactions begin and
intensify downstream of the fuel injector, the mass fractions of CO2 and H2O are increased
progressively reaching their maximum values. With the arrival of species O2 from the pri-
mary air jets, the O2 amount increases and the mass fractions of species CO2 and H2O are
reduced. With the continuation of combustion reactions in the recirculation zone between
the primary jets and the dilution, O2 is consumed and the mass fractions of CO2 and H2O
species are increased again. As air enters via the dilution jets, the mass fractions of CO2 and
H2O are decreased, similar to the mean flow temperature (Fig. 9). In this way, the reaction of
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Fig. 14 Distribution of fuel mean
mixture fraction along centerline

Fig. 15 Mass fraction distributions of species H2O, CO2 and O2 on the centerline

the air introduced through the dilution jets with the combustion products results in a chemical
equilibrium and the mass fraction of the species reaches an almost constant value at the end
of the chamber.

Distributions of some variables have direct effects on distributions of the other. Therefore,
in order to identify the relationship between the most important structures in the combustion
chamber (hairpin) and the characteristics of the reactive spray flow, different variables includ-
ing temperature, maximum scalar dissipation rate and velocity fluctuations are studied. The
coherent structures or energetic large eddies play a major role in the production and control
of the flow turbulence. By controlling the turbulence production mechanism, improved mix-
ing and heat transfer, more complete combustion and less pollutants production are possible
through changing the distribution and type of the coherent structures [56].

According to Fig. 16a, b where the hairpin structures are extracted from the primary and
intermediate zones, respectively, a correlation between the temperature and hairpin coherent
structures is found. In the head of hairpins, a significant temperature reduction is observed.
This particular correlation in the turbulent flow can be important in the discussion of the wall
cooling or a specific region of the combustion chamber. According to Fig. 16c, a maximum
scalar dissipation rate is observed in the head of the hairpin vortices which has been extracted
from the primary zone. There is, therefore, a correlation between the scalar depreciation rate

123



  665 Page 22 of 26 Eur. Phys. J. Plus         (2021) 136:665 

Fig. 16 Relationship between mean temperature, scalar dissipation rate and selected hairpins from a primary
zone, b intermediate zone and c primary zone

and the hairpin vortices structures. It can be considered as one of the influential factors on
the flame stability.

Figure 17 represents the iso-surface contours of the three-dimensional coherent structures
along with the two-dimensional contours of the fluctuations of droplet diameter, throughout
WJCC. The positive Q-contours denote the areas in which the rotation rates are greater than
the strain ones. A large rotation rate can be an influential parameter regarding the break-up,
collision, evaporation and, consequently, diameter variation of droplets.

At the beginning of WJCC, immediately after the swirler, a region of dense coherent
structures is formed. It is one of the effective factors concerning the sharp fluctuations of the
droplet diameter. In the middle regions of the chamber, densely coherent structures are also
present. However, no droplets diameter fluctuations are observed. This is because evaporation
of the droplets is completed before the intermediate zone (i.e., between the primary and
dilution holes).

Figure 18 depicts the contours of the strain rate along with the fuel droplets, scaled
500 times bigger than the actual diameters. The strain rate is among the most important
parameters relating to the flame scalar deposition rate. An increase in the strain rate can lead
to weakening the flame, reducing its temperature and even its extinction. The greatest rate
is visible at the center of the collision of the primary jets and the main stream. Hence, the
minimum temperature is observed in that region (Fig. 9). Therefore, the strain rate and flow
temperature have an inverse relationship.
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Fig. 17 Iso-surface contours of three-dimensional coherent structures (Q � 5E + 07 s−2) along with two-
dimensional contours of fluctuations of droplet diameter

Fig. 18 Contours of strain rate along with droplets (scale: 500 times larger than actual)

5 Conclusions

In the present article, the turbulent spray flow characteristic s in a model wall jet can combustor
(WJCC) are investigated by employing the large eddy simulation (LES) and Eulerian–La-
grangian approaches together with an appropriate mesh and a suitable time step.

The mean axial velocity and mean temperature are compared with the available experi-
mental data, for both reactive and non-reactive flows, to confirm the validity of the present
numerical results. Then, the influence of coherent vortical structures on the combustion char-
acteristics, namely temperature, velocity, scalar dissipation rate and fuel droplet diameter, in
the reactive flow is assessed. The main conclusions can be drawn as follows:
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1. The numerical results are in reasonable agreement with the experimental data, and the
maximum deviations of 6% are detected at X � 0.1 m for the mean axial velocity of
the reactive flow.

2. Three main recirculation zones are observed by LES. The first one, which covers a small
region, is close to the entrance side walls of the model WJCC. The second one is formed
adjacent to the primary jets which occupies a large area. The third one is shaped up in
the center of the model combustor immediately after the locations of the dilution jets.

3. The largest values of temperature are achieved in the region between the primary and
dilution holes (intermediate zone) due to the flame trapping, under the influence of the
largest reverse flow. By moving away from the dilution jets, the temperature decreases
and the temperature distribution tends toward uniformity at the end of the WJCC.

4. With the continuation of combustion reactions in the recirculation zone between the
primary jets and the dilution, O2 is consumed and the mass fractions of CO2 and H2O
species are increased.

5. The energy cascade in the spray reactive flow is achievable by employing the LES
approach and power spectrum density (PSD) scheme. The energy cascades from the
largest turbulence length scales (integral length scale) at the lower frequency of the
spectrum to the smallest length scales (Kolmogorov length scale) at the higher fre-
quencies. The − 5/3 power law inertial sub-range section (Taylor length scale) plays
a transforming role in the energy cascade. The energy of Kolmogorov length scale
dissipates with a slope of -7.

6. A variety of the coherent structures comprising the hairpin vortices, which are the
subset of arch vortices, streamwise vortices and vortex tubes is visible. The flow in the
various regions of model WJCC exhibits completely different structures. In the primary
and intermediate zones the hairpin vortices and in the dilutions zone the streamwise
vortices are observed more.

7. A relationship between temperature and hairpin coherent structures is found. A signifi-
cant temperature reduction is observed in the head of hairpins. This particular relation-
ship in the turbulent flow can be important in the discussion of the wall cooling or a
specific region of the combustion chamber.

8. A maximum scalar dissipation rate is observed in the head of the hairpin vortices. There
is, therefore, a relationship between the scalar depreciation rate and the hairpin vortices
structures. It can be considered as one of the influential factors on the flame stability.

9. At the beginning of WJCC, immediately after the swirler, a region of dense coherent
structures is formed. It is one of the effective factors concerning the sharp fluctuations
of the droplet diameter.

10. The strain rate and flow temperature have an inverse relationship. The greatest rate is
visible at the center of the collision of the primary jets and the main stream, where the
minimum temperature is observed.
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